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Attractor in heavy-ion collisions

• fluid behavior observed 
already soon after collision, 
before Navier-Stokes valid 

• model calculations show 
converge on attractor for 
different initial conditions 

• observe real-time dynamics 
in experiment?

D. Hydrodynamic attractors in holography

Hydrodynamic attractors proposed by Heller and Spaliński
(2015), and developed by Basar and Dunne (2015), Aniceto
and Spaliński (2016), Romatschke (2017, 2018), Almaalol
and Strickland (2018), Behtash, Cruz-Camacho, and Martinez
(2018), Blaizot and Yan (2018), Casalderrey-Solana,
Gushterov, and Meiring (2018), Denicol and Noronha
(2018), Florkowski, Maksymiuk, and Ryblewski (2018),
Spaliński (2018a, 2018b), Strickland (2018), Strickland,
Noronha, and Denicol (2018), Behtash, Cruz-Camacho et al.
(2019), Behtash, Kamata et al. (2019b), Brewer, Yan, and Yin
(2019), Denicol and Noronha (2019a, 2019b), Jaiswal et al.
(2019), Strickland and Tantary (2019), Almaalol, Kurkela,
and Strickland (2020), Blaizot and Yan (2020),
Chattopadhyay and Heinz (2020), Dash and Roy (2020),
Heller, Jefferson et al. (2020), Kurkela et al. (2020), and
Shokri and Taghinavaz (2020) can be viewed as a way of
approaching the problem of information loss about the under-
lying state from the point of view of observations restricted to
the energy-momentum tensor hTμνi.
Reexamining Fig. 28 through these lenses, we see that a set

of different states considered there follows to a good approxi-
mation a single profile of AðwÞ from a certain value of w
onward. This is the notion of attraction between different
initial conditions as seen by an effective phase space covered
byA at a fixed value of w. While this observation does not call
for invoking a truncated gradient expansion, the emerging
universality seen in Fig. 28 agrees well with a hydrodynamic
gradient expansion truncated at low order. These observations
lie behind the name hydrodynamic attractor and parallel the
discussion in Sec. V.E.1.
We now step back and review this phenomenon from a

broader perspective advocated recently by Heller, Jefferson
et al. (2020). To proceed, we utilize the aforementioned notion
of phase space introduced in this context by Behtash, Cruz-
Camacho, and Martinez (2018). Specifically, one should think
ofA as a particularly clean scale-invariant way of representing
information about hTμνi and w as a useful way of para-
metrizing time evolution, adjusted to the fact that transient
phenomena in conformal theories occur over timescales set by
the energy density.
Knowing A at a given value of w does not allow one to

predict its value later, since the true microscopic variable is the
bulk metric. A larger chunk of information is provided by
consideringA and some of its derivatives with respect to w (or
E and its derivatives with respect to τ). Such sets of variables
form the notion of an effective phase space. In fact, there is a
limit to how large such phase space needs to be: the numerical
solutions of Einstein’s equations displayed in Fig. 28 typically
require one to specify a few functions on several dozen grid
points.
One can then assign a metric to an effective phase space,

i.e., the distance between points representing classes of
solutions here, and track how such a distance changes as
time evolves. The loss of information is expected to make a set
of solutions reduce its volume in the effective phase space. For
example, in Fig. 28 one introduces the notion of proximity
between two solutions jA1ðwÞ −A2ðwÞj. With respect to this
notion, various solutions from the chosen set eventually

collapse to approximately a point in A at a fixed value of
w. The hydrodynamic attractor at a given value of w is not a
notion relevant to all states. It needs to be regarded as a
statement about properties of some class of states initialized
prior to that.
Furthermore, assigning a distance measure to phase space

allows one to define the notion of slow evolution. This topic
was introduced by Heller and Spaliński (2015) under the name
slow roll approximation, which originates from the field of
inflationary cosmology (Liddle, Parsons, and Barrow, 1994).
The previously discussed distance notion leads to the magni-
tude of velocity of a given state being jA0ðwÞj, and slowly
evolving solutions [note Heller, Jefferson et al. (2020) instead
defined regions of slow evolution] are those that lead to the
flattest form of AðwÞ. In Fig. 28, such a solution given by
Romatschke (2018) using fine-tuning initial conditions is
denoted by an orange curve. Note that this solution at early
times has A close to 3=2. This corresponds to free-streaming
PL ¼ 0, which evades the study of initial conditions behind
Eq. (120) reported by Beuf et al. (2009).
We stress that the notion of slowly evolving solutions is

a priori independent from the notion of convergence (attrac-
tion). However, in full phase space, or at least a representative
projection of it, one can make a thermodynamiclike argument,
as that given by Heller, Jefferson et al. (2020), in favor of
typical states residing in the slow roll region. One can think of
slow evolution as a generalization of the notion of the gradient
expansion that does not involve an expansion with individual
terms badly behaving at early times, namely, as inverse powers
of w in Eq. (122).
Finally, the approach to the hydrodynamic attractor at

strong coupling and mechanisms that govern it were examined
by Kurkela et al. (2020), who looked at results of simulations
with different initialization times. This is depicted in Fig. 29.
The idea behind it, building on earlier results given by Blaizot
and Yan (2018, 2020), is that information loss can be driven
by at least two distinct mechanisms. The first one involves
exponentially suppressed corrections to Eq. (122), which stem
from linear response theory physics. The characteristic feature
of them is that their decay rates do not depend on w. The

FIG. 29. Hydrodynamization of states whose gravity dual
initially has support close to the boundary (dashed curves) or
deep in the bulk (solid curves) initialized at different times
(different colors); see the text for details. Adapted from Kurkela
et al., 2020.
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strongly interacting Fermi gas

Randeria, Zwerger & Zwierlein 2012
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news & views

One of the most stimulating areas 
of research in ultracold atoms 
is the exploration of strongly 

interacting Fermi gases1. As reported2 
in Nature Physics, John Gaebler et al. 
make a signi!cant contribution to 
this subject by providing the !rst 
experimental evidence of an energy gap, 
called the pseudogap, owing to pairing 
correlations above the super"uid phase-
transition temperature Tc of the unitary 
Fermi gas. #eir measurement uses 
the new technique of angle-resolved 
radiofrequency (RF) spectroscopy, 
which is an analogue of angle-resolved 
photoemission spectroscopy3,4 (ARPES), 
one of the most powerful probes of 
correlated electrons in solid-state 
materials. Despite crucial di$erences, 
there are also some interesting 
similarities between the pseudogap 
above Tc in ultracold Fermi gases 
and the underdoped regime of high-
temperature superconductors.

To appreciate the signi!cance of 
these results, it is useful to recall that 
the unitary Fermi gas is in the middle of 
the crossover between two very di$erent 
limits: Bardeen–Cooper–Schrie$er 
(BCS) super"uidity of fermion pairs 
and Bose–Einstein condensation (BEC) 
of bosons. Most superconductors or 
super"uids studied in the past hundred 
years are !rmly in one or the other limit. It 
is only in the past few years that an atomic 
physics technique called the Feshbach 
resonance1 has allowed us to actually 
tune the attractive interactions between 
fermionic atoms (6Li, 40K) and span the 
entire BCS to BEC crossover shown 
in Fig. 1.

In the BCS limit, a weak attraction 
between fermions leads to the formation — 
and condensation — of Cooper pairs with 
an e$ective size much larger than the 
interparticle distance. #e normal state 
above Tc is a Fermi liquid with a Fermi 
surface of gapless excitations. In the BEC 
limit, on the other hand, strong attraction 
leads to tightly bound diatomic molecules 
that are weakly repulsive bosons. #e state 
above Tc is a normal Bose gas and only at 

very high temperatures do the molecules 
dissociate into atoms.

#e unitary regime lies between these two 
very di$erent limits. Here the interaction 
parameter between atoms, the s-wave 
scattering length, diverges and the cross-
section is limited only by unitarity, that is, 

the conservation of probability. #e ground 
state near unitarity is a strongly interacting 
super"uid of pairs, the size of which is of 
the order of the interparticle spacing of 
constituent fermions. #is also leads to a very 
high Tc, in which Tc = (0.15–0.2)EF, where EF 
is the Fermi energy5,6.

ULTRACOLD FERMI GASES

Pre-pairing for condensation
Pair formation and condensation usually occur together in Fermi superfluids. The observation of a pseudogap that 
implies pairing above the condensation temperature in a strongly interacting Fermi gas is thus an exciting development.

Mohit Randeria

Figure 1 | Phase diagram of the BCS to BEC crossover as a function of the dimensionless attraction 
1/(kFas) (where kF is the Fermi momentum and as is the scattering length) and the temperature T 
in units of EF. The pictures show schematically the evolution of the ground state from the BCS limit 
with large, spatially overlapping Cooper pairs to the BEC limit with tightly bound molecules. The 
ground state at unitarity (1/(kFas) = 0) has strongly interacting pairs with size comparable to 1/kF. 
As a function of increasing attraction, the pair-formation crossover scale T* diverges away from Tc 
below which a condensate exists. Most Fermi superfluids and superconductors are close to the BCS 
limit where these two temperatures coincide. The experiments reported by Gaebler et al.2 probe the 
unitary regime and reveal a pairing pseudogap in the range of temperatures between Tc and T*. This 
global phase diagram is based on ref. 5; for recent quantum Monte Carlo calculations near unitarity, 
see refs 6 and 8.
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hydrodynamics in a Fermi gas: sound diffusion

Patel et al., Science 2020; Li et al., Science 2022; Yan et al., Science 2024
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FIG. 4. The speed and diffusivity of second sound. (A) Speed of
second sound, normalized by the Fermi velocity, as a function of
temperature, determined by fitting the steady state response func-
tions (blue circles), and the free evolution of second sound after
resonant gradient excitation (yellow squares) or after local heating
(red diamonds). The first sound speed measured from the response
functions (gray circles) is also shown. Dot-dashed line: Nozières-
Schmitt-Rink theory [39]. (B) The superfluid fraction of the unitary
Fermi gas obtained from the speed of second sound (symbols as in
A). The blue shaded area indicates the uncertainty from the equa-
tion of state. Solid green circles: superfluid fraction obtained from
quasi-1D experiments via the MIT equation of state [21]. (C) Pair
condensate fraction measured via the rapid ramp technique to de-
tect fermion pair condensates [13]. (D) Second sound diffusivity ob-
tained from various methods (symbols as in A). The vertical gray
area indicates the critical temperature of the superfluid phase transi-
tion Tc = 0.167(13)TF [12].

With the local heating method (red diamonds) we are able
to observe the continuous evolution of c2 and ⇢S from a fi-
nite value in the superfluid phase to zero in the normal phase.
The phase transition temperature Tc obtained from this mea-
surement is consistent with the equilibrium thermodynamic

measurement [12] (the vertical gray area) and the onset of
pair condensation [7, 13], which we have measured here as
well (Fig. 4C). As is expected, there is a clear quantitative
difference between the superfluid fraction, which saturates to
unity at temperatures T . 0.1TF, and the pair condensate
fraction, which remains less than ⇠ 0.75. The superfluid den-
sity quantifies the portion of the fluid that flows without fric-
tion. Formally it measures the rigidity against phase twists,
while the condensate fraction is a measure for the number of
fermion pairs at zero center of mass momentum. In the zero-
temperature limit, the entire system is superfluid, but only a
fraction of fermion pairs are condensed, due to quantum de-
pletion and Pauli blocking [6, 7, 9].

A further dramatic signature of the superfluid transition is
seen in the temperature dependence of the second sound dif-
fusivity D2 in the superfluid state, and thermal diffusion in
the normal state, shown in Fig. 4D. We observe a striking
peak in this transport coefficient within a range �T ⇡ 0.1Tc

around the critical temperature of superfluidity, rising above
a background minimum value of about 2~/m up to nearly
three times this value. This behavior echoes that found in liq-
uid 4He [35, 41] near its superfluid transition, associated with
classical criticality. Indeed, the order parameters of both the
Fermi superfluid and liquid helium belong to the same 3D XY
universality class, dictating a behavior D2 / |Tc � T |�⌫/2

near the transition, with critical exponent ⌫ ⇡ 0.672, as ob-
served in 4He [41, 42]. Related critical behavior for the speed
of second sound c2 / (Tc�T )⌫/2 and ⇢s / (Tc�T )⌫ is qual-
itatively consistent with the steep slopes we observe close to
Tc in these quantities. For the unitary Fermi gas, the width of
the region governed by criticality is not known [43]. A quanti-
tative analysis of critical behavior, such as the measurement of
critical exponents, is prevented by the residual inhomogeneity
of the gas density, giving a variation of �(T/Tc) ⇠ 5⇥10

�3,
and by the finite size of our system. Indeed, even for the low-
est spatial mode m = 1, second sound becomes overdamped
(� & 2!) within 3% of Tc. At low temperatures T/Tc < 0.6,
D2 is again seen to rise significantly, which we attribute to the
diverging mean-free path of phonons, the only remaining con-
tribution at low temperatures once pair-breaking excitations
are frozen out.

Above the transition temperature, the heat diffusivity recov-
ers the low value on the order of ⇠ 2~/m. Here, heat dif-
fusivity is directly given by thermal conductivity : D2 =

/ncp [20, 44, 45]. We therefore find quantum limited ther-
mal diffusion, similar to prior results for spin [30, 31], mo-
mentum [32] and first sound diffusion [33] in the unitary gas.
However, the non-monotonous behavior of second sound dif-
fusivity, with steep rise at low temperatures and around Tc has
not been observed in other transport coefficients.

The second sound diffusivity D2 was independently mea-
sured via Bragg scattering [27], and a small rise in the sec-
ond sound damping rate approaching Tc was observed. How-
ever, a peak in D2 near Tc could not be resolved, presumably
since Bragg scattering as a density probe becomes insensitive
to heat propagation above Tc. Away from Tc, the values for
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(Fig. 1A). We use an equal two-state mixture
of 6Li atoms with resonant interstate inter-
actions, confined to a cylindrical optical box
potential composed of three repulsive laser
beams: a hollow cylindrical beam providing
the radial confinement (radius 60 mm) and
two sheets of light serving as endcaps (length
L ~ 100 mm) (45). The numberN∼106 of atoms
per spin state yields a Fermi energy of EF ¼
ℏ2kF2=ð2mÞ ∼ h$ 10kHz . To inject sound
waves, we sinusoidally modulate the inten-
sity of one endcap beam, which drives the
gas at a well-defined frequency w, and a wide
range of spatial wave numbers, Fourier lim-
ited by the width ~4 mm of the endcap poten-
tial’s edge (55). At the given driving frequency,
the resonant sound response of the gas is
dominated by a specific wave number k ¼ w=c,
resulting in a traveling wave of sound. An in
situ absorption image is taken after an evolu-
tion time sufficiently short such that no re-
flections occur, and the resonant wave number
k is directly measured (Fig. 1B, ii to iv). By re-
peating this protocol for different drive fre-
quencies, we obtain the dispersion relation
wðkÞ for wave numbers k < 0:14kF (Fig. 1C).
It is linear within our measurement error,
corresponding to a constant speed of sound
c ¼ w=k as a function of wave number. We note
that at wavelengths approaching the inter-
particle spacing, and thus at momenta ℏk ap-
proaching the Fermi momentum ðk ∼ kFÞ,
deviations from linear sound dispersion are
expected for the unitary Fermi gas (56).
The precise measurement of the speed of

sound allows a sensitive test of scale invar-
iance of the unitary Fermi gas. In general,
the speed of isentropic sound propagation
c is directly tied to the equation of state by
the hydrodynamic relationmc2 ¼ ð@P=@nÞjS ¼
ðV 2=NÞð@2E=@V 2ÞjS. Here, E is the energy, S is
the entropy,V is the volume, andP¼ %ð@E=@V ÞjS
is the pressure of the gas. A notable property
of all nonrelativistic scale invariant systems
in three dimensions is that their total ener-
gy scales as EºV%2=3; this follows from the
scaling behavior E → E=l2 under dilation of
space by a factor l. This directly yieldsmc2 ¼
ð10=9ÞE=N , independent of temperature or
the phase of matter. In Fig. 1D, we show the
measured speed of sound as a function of
the energy per particle E=N , obtained from
an isoenergetic expansion of the gas from
the box into a harmonic trap (57). For both
superfluid and normal samples (blue and red,
respectively), the scale invariant prediction
(solid black line) captures the data well with
no free parameters. This demonstrates the
universality of the speed of sound and scale
invariance in the unitary Fermi gas in the
explored window of temperature.
The attenuation of sound is already appar-

ent in the spatial decay of the traveling waves
shown in Fig. 1. For a precision measurement

of the sound diffusivity, we now turn to the
steady-state response of the system to a con-
tinuous drive, which directly reveals the den-
sity response function c. The intensity of one
of the endcaps is modulated for a sufficiently
long time such that the density evolution has
reached a steady state. After an integer num-
ber of driving cycles, the spatial Fourier trans-
form of the density yields the out-of-phase
response of the system, or Im½cðw; kÞ' (55).
This quantity also gives the average power
absorbed by the system for a drive at fre-
quency w and spatial frequency k, and thus
directly reveals the poles of c as resonances.

The measurements are summarized in Fig. 2.
Each row of pixels in Fig. 2B shows the frac-
tional density modulation at a particular
drive frequency after integration along the
radial axis. This “sonogram” reveals discrete
normal modes, the first five of which are
shown in Fig. 2A. The spatial Fourier trans-
form, giving the out-of-phase response func-
tion, is shown in Fig. 2C. For each normal
mode in the box, it features a peak at w ¼ ck.
The sound attenuation rate can be seen to
increase with k, revealed in both a broadened
frequency response as well as a reduced peak
height.
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Fig. 1. Sound waves in a homogeneous unitary Fermi gas. (A) Fermionic 6Li atoms are trapped in a
three-dimensional cylindrical box made from green laser beams. Sound is excited by modulating the intensity
of one of the laser walls. (B) The resulting density wave is observed via an in situ absorption image, shown
as optical density (OD) for both an unperturbed (i) and modulated (ii) sample. Here, the modulation
frequency is 2p × 600 Hz. Taking their difference (iii) and integrating along the homogeneous radial trap
axis reveals (iv) a perturbation in the fractional density difference Dn=n, propagating along the axial
direction z and exhibiting a well-defined wave number k corresponding to the applied modulation
frequency w. (C) Dispersion of sound wðkÞ. The fitted slope (black line) provides the speed of sound.
The insets display sound waves observed at w = 2p × 600 Hz and w = 2p × 850 Hz. Errors in the
measured k are smaller than the point size. (D) Measurement of the universal relation between the
measured speed of sound and the energy-per-particle E=N (see text). The black solid line shows
the predicted linear dependence for any nonrelativistic scale invariant system in three dimensions;
mc2 ¼ 10

9 E=N. Data are shown for both the normal (red) and the superfluid (blue) phase.
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Strong fermion correlations

r0 . r . `

„Contact“ (many-body) few-body

pair correlation  g(2)(r) = ⟨ ̂n↑(r) ̂n↓(0)⟩ ≃ C ( 1
r

−
1
a )2 + …

contact operator:       Ĉ(x) = g2
0 ̂n↑(x) ̂n↓(x) = Δ̂†(x)Δ̂(x)

local pair  Δ̂(x) = g0ψ̂↓(x)ψ̂↑(x)

Hamiltonian  Ĥ = Ĥkin +
Ĉ
g0

= Ĥresonant +
Ĉ
a

breaks scale invariance for 
1
a

≠ 0

Fujii & Nishida PRA 2018 
Frank, Zwerger & Enss PRR 2020



quantum many-body theory

Luttinger-Ward approach (2PI) 
 

                                               repeated scattering  
                                               between particles 
 
                                               fermion spectra  
                                               in medium 

Haussmann et al. 2009; Johansen+ 2024; Enss 2024; Dizer+ 2024 
Enss, Haussmann & Zwerger 2011, 2012, 2019

PARTICLE AND PAIR SPECTRA FOR STRONGLY … PHYSICAL REVIEW A 109, 023325 (2024)
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FIG. 3. Luttinger-Ward self-energies and spectral functions at unitarity 1/a = 0 and temperature T/TF = 0.16 (βµ = 2.5). (a) Fermion
self-energy. (b) The fermion spectral function shows a band splitting around the Fermi level ε = 0 and a slight suppression of spectral weight
also near kF . (c) Pair self-energy. (d) The pair spectral function weighted by the Bose factor (Keldysh component) is positive and strongly
peaked at the threshold of the scattering continuum. Pair functions are given in units of the zero-temperature density of states ρ0 = g(0)

σ =
mkF /2π 2.

states, the substantial broadening of the fermions shifts the
threshold of the scattering continuum to lower frequency
with respect to the non-self-consistent solution. Finally, the
full pair spectrum in Fig. 3(d) shows the clear threshold of
the scattering continuum as well as an additional downward
branch that arises from the dressed fermions.

B. Particle and pair spectra in the BEC regime

In the BEC regime the fermion line spectra in Figs. 4 and
5 show many of the same qualitative features, such as upward
and downward branches, as in the unitary regime; however,
the splitting between the two branches in the fermionic spec-
trum is now much larger, approximately equal to 2|µ| > 0,
and grows with momentum, as in the strong-binding limit of
the BCS dispersion relation [27]. The pair self-energy is dom-
inated by the scattering continuum but has again significant
weight at negative frequency that arises from the downward
branch of the dressed fermions. Finally, the pair spectral func-
tion (Keldysh component) in Figs. 4(d) and 5(d) exhibits a
three-peak structure: The large bound-state peak near ω = 0
becomes broader for lower temperature, the scattering contin-
uum is separated from the bound state by a gap comparable

to the binding energy Eb, and in addition there is a downward
branch at negative frequencies.

The fermion dispersion exhibits qualitative differences be-
tween the unitary regime, where it resembles the BCS-type
dispersion relation with minimum gap at nonzero wave vector
k∗ ≈ kF , and the BEC regime, where the gap is present at all
k and reaches a minimum at k = 0. This qualitative change
between the two regimes is also apparent in the density of
states (DOS). While at unitarity the density of states is only
slightly suppressed near the Fermi level ε = 0 above Tc [cf.
Fig. 3(b)], in the BEC regime the gap is clearly developed
already in the normal state (cf. Fig. 6), but instead it becomes
narrower (in units of εF ) toward lower temperature.

V. DISCUSSION

The real-frequency solver presented in this work circum-
vents the long-standing problem of analytical continuation by
computing a self-consistent solution directly in the Keldysh
spectral representation. This gives access to the dynamical
properties of single particles, which agree with previous re-
sults where available [28]. At strong coupling they show a
substantial renormalization of spectra compared to the virial
expansion, and in particular the self-consistent algorithm

023325-7
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the scattering continuum as well as an additional downward
branch that arises from the dressed fermions.

B. Particle and pair spectra in the BEC regime

In the BEC regime the fermion line spectra in Figs. 4 and
5 show many of the same qualitative features, such as upward
and downward branches, as in the unitary regime; however,
the splitting between the two branches in the fermionic spec-
trum is now much larger, approximately equal to 2|µ| > 0,
and grows with momentum, as in the strong-binding limit of
the BCS dispersion relation [27]. The pair self-energy is dom-
inated by the scattering continuum but has again significant
weight at negative frequency that arises from the downward
branch of the dressed fermions. Finally, the pair spectral func-
tion (Keldysh component) in Figs. 4(d) and 5(d) exhibits a
three-peak structure: The large bound-state peak near ω = 0
becomes broader for lower temperature, the scattering contin-
uum is separated from the bound state by a gap comparable

to the binding energy Eb, and in addition there is a downward
branch at negative frequencies.

The fermion dispersion exhibits qualitative differences be-
tween the unitary regime, where it resembles the BCS-type
dispersion relation with minimum gap at nonzero wave vector
k∗ ≈ kF , and the BEC regime, where the gap is present at all
k and reaches a minimum at k = 0. This qualitative change
between the two regimes is also apparent in the density of
states (DOS). While at unitarity the density of states is only
slightly suppressed near the Fermi level ε = 0 above Tc [cf.
Fig. 3(b)], in the BEC regime the gap is clearly developed
already in the normal state (cf. Fig. 6), but instead it becomes
narrower (in units of εF ) toward lower temperature.

V. DISCUSSION

The real-frequency solver presented in this work circum-
vents the long-standing problem of analytical continuation by
computing a self-consistent solution directly in the Keldysh
spectral representation. This gives access to the dynamical
properties of single particles, which agree with previous re-
sults where available [28]. At strong coupling they show a
substantial renormalization of spectra compared to the virial
expansion, and in particular the self-consistent algorithm

023325-7

PARTICLE AND PAIR SPECTRA FOR STRONGLY … PHYSICAL REVIEW A 109, 023325 (2024)

(a) (b)

(c) (d)

FIG. 3. Luttinger-Ward self-energies and spectral functions at unitarity 1/a = 0 and temperature T/TF = 0.16 (βµ = 2.5). (a) Fermion
self-energy. (b) The fermion spectral function shows a band splitting around the Fermi level ε = 0 and a slight suppression of spectral weight
also near kF . (c) Pair self-energy. (d) The pair spectral function weighted by the Bose factor (Keldysh component) is positive and strongly
peaked at the threshold of the scattering continuum. Pair functions are given in units of the zero-temperature density of states ρ0 = g(0)

σ =
mkF /2π 2.
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spectral representation. This gives access to the dynamical
properties of single particles, which agree with previous re-
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The strongly attractive Fermi gas in the BCS-BEC crossover is efficiently described in terms of coupled
fermions and fermion pairs, or molecules. We compute the spectral functions of both fermions and pairs in the
normal state near the superfluid transition using a Keldysh formulation in real frequency. The mutual influence
between fermions and pairs is captured by solving the self-consistent Luttinger-Ward equations: These include
both the damping of fermions by scattering off dressed pairs and the decay of pair states by dissociation into
two dressed fermions. The pair spectra encode contact correlations between fermions and form the basis for
computing dynamical response functions and transport properties.
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I. INTRODUCTION

Strongly correlated Fermi gases are ubiquitous in nature
and appear in very diverse physical realizations ranging from
ultracold atomic gases [1,2] to dilute nuclear matter [3]. In
their theoretical description, however, universality provides a
framework to reveal the common features of these systems.
Recent experimental advances in atomic spectroscopy have
brought the dynamical properties and even transport within
reach of high-precision measurements [4].

In dilute yet strongly attractive Fermi gases, pair fluctua-
tions play a dominant role throughout the BCS-BEC crossover
[5]. Not only do they describe the condensation of fermion
pairs in the low-temperature superfluid state, but virtual pair
fluctuations also strongly renormalize the properties of the
normal state above the superfluid transition temperature Tc

[6–8]. Pair fluctuations alone, however, are not sufficient,
and density (particle-hole) fluctuations lead to a substantial
reduction of Tc at weak coupling [9]. Also at resonant scat-
tering in the unitary regime [1], the value of Tc ! 0.16TF

from experiment [10] and quantum Monte Carlo [11] is
very well reproduced in field-theoretic approaches based on
the self-consistent T -matrix approximation or Luttinger-Ward
theory [12–15] (for related self-consistent GW approaches
see [16]). This approach includes particle-hole fluctuations in
the fermion and pair self-energies, which are computed self-
consistently at one-loop order with fully dressed propagator
lines. Diagrammatic Monte Carlo results confirm that further
multiloop contributions modify the density equation of state
by less than 10% even at Tc [17].

In these approaches, the coupled self-consistent equa-
tions for fermions and pairs have been solved numerically
in imaginary (Matsubara) frequency or time. This is com-
putationally convenient because convergence properties are
well understood. However, real-frequency spectra can only
be obtained by analytical continuation, which is mathe-
matically ill-defined and requires exponential precision in
imaginary frequency to obtain reliable real-frequency data.
Exponential precision, however, is not achievable in numer-
ical self-consistent solutions. We therefore propose to solve

the self-consistent equations directly in real frequency, which
circumvents analytical continuation. We present an algorithm
that computes fermion spectra and self-consistent pair spec-
tra reliably even with standard numerical precision. As we
explain below, the main idea is to represent the fermion and
pair self-energies as slowly varying functions interpolated on
a real-frequency and momentum grid and then use analytical
integration between grid points to obtain highly accurate spec-
tra that capture also sharp spectral features much narrower
than the grid spacing.

This paper is structured as follows. In Sec. II we intro-
duce the Keldysh formulation of the strongly correlated Fermi
gas in equilibrium. The self-consistent solution in real fre-
quency is developed in Sec. III. In Sec. IV we present the
resulting fermion and pair spectra for the strongly correlated
three-dimensional Fermi gas in the BCS-BEC crossover. We
conclude in Sec. V and discuss how these results can form
the basis for future self-consistent computations of dynamical
response functions and transport directly in real frequency.

II. FERMI GAS MODEL IN THE KELDYSH
FORMULATION

A. Attractive Fermi gas

We consider a two-component Fermi gas in three dimen-
sions, which is described by the Hamiltonian

H =
∑

σ

∫
dr ψ†

σ (r)
(

− h̄2∇2

2m
− µσ

)
ψσ (r)

+ g0

∫
dr ψ†

↑(r)ψ†
↓(r)ψ↓(r)ψ↑(r). (1)

Here ψσ (r) denotes the field operator for a fermion of species
σ =↑,↓ and mass m at chemical potential µσ . The second
term represents an attractive contact interaction between un-
like fermions of bare strength g0 < 0. The contact interaction
needs to be regularized at short distance in two and higher
dimensions, and in three dimensions it is related to the low-

2469-9926/2024/109(2)/023325(11) 023325-1 ©2024 American Physical Society

TILMAN ENSS PHYSICAL REVIEW A 109, 023325 (2024)

ΣR
σ =

GR
p

GK
σ̄

+
GK

p

GA
σ̄

ΣR
p =

GR
↑

GK
↓

+
GK

↑

GR
↓

FIG. 1. Feynman diagrams for the fermionic and pair self-energies in Keldysh formulation, with GR (retarded), GA (advanced), and GK

(Keldysh) propagators. All propagator lines are bold and represent fully dressed fermions (single) and pairs (double lines).

energy s-wave scattering length a via

1
g0

= m

4π h̄2a
− m"

2π2h̄2 (2)

in the presence of a large-wave-number cutoff ". The at-
tractive interaction tends to form pairs of fermions, and for
positive scattering length a > 0 there exists a bound state of
two fermions at a binding energy of

Eb = h̄2

ma2
> 0. (3)

Even when the attraction is too weak to form a bound state at
negative scattering length a < 0, virtual pair fluctuations play
an important role. It is therefore natural to introduce a local
pair field

#(r) = g0ψ↓(r)ψ↑(r), #q = g0

∫

k
ψq−k↓ψk↑ (4)

in real or momentum space, respectively [the shorthand
notation

∫
k ≡

∫
dk/(2π )d ]. After a Hubbard-Stratonovich

transformation, one obtains the Fermi-Bose action in terms
of both fermion and pair degrees of freedom [7,18,19],

S =
∫

dr
∫ β

0
dτ

[
∑

σ

ψ∗
σ

(
∂τ − ∇2

2m
− µσ

)
ψσ

− 1
g0

|#|2 − ψ∗
↑ψ∗

↓# − #∗ψ↓ψ↑

]

, (5)

where τ denotes imaginary time (we use units where h̄ = 1
from now on). Alternatively, one can start from a two-channel
Hamiltonian for fermions and molecules in the broad reso-
nance limit [1].

B. Keldysh technique in equilibrium

The model of coupled fermions and pairs leads to a dress-
ing of both, which is reflected in their renormalized spectra.
We will use the Keldysh formulation [20] in equilibrium in
order to compute these spectra in real frequency. Although
in principle the equilibrium spectra could be obtained from
Matsubara Green’s functions [21] by analytical continuation,
this procedure is mathematically ill-defined and error prone
for noisy numerical data. By using the Keldysh formulation,
we avoid the need for analytical continuation and obtain reli-
able spectra directly in real frequency.

The bare retarded fermion Green’s function of spin com-
ponent σ ,

GR
σ0(p, ε) = 1

ε + i0 + µσ − εp
, (6)

encodes noninteracting particles with dispersion relation
εp = p2/2m and a bare spectral function Aσ0(p, ε) =
−(1/π )ImGR

σ0(p, ε) = δ(ε + µσ − εp). In the presence of
interactions the bare Green’s function turns into the fully
dressed Green’s function with self-energy +R

σ (p, ε) via the
Dyson equation

GR
σ (p, ε) = 1

ε + i0 + µσ − εp − +R
σ (p, ε)

= −i
∫ ∞

0
dt ei(ε+i0)t 〈{ψpσ (t ),ψ†

pσ (0)}〉. (7)

The bosonic Green’s function that represents fermion pairs is
analogously given by (with subscript p for pairs)

GR
p (q,ω) = 1

g−1
0 − +R

p (q,ω)

= −i
∫ ∞

0
dt ei(ω+i0)t 〈[#q(t ),#†

q(0)]〉, (8)

with bare coupling g0 and bosonic self-energy +R
p (q,ω).

In our model fermions can scatter off real or virtual pairs
and acquire a fermionic self-energy that is given by [20,22]
(here σ̄ = −σ denotes the other fermion species)

+R
σ (p, ε) = − i

2

∫

p′,ε′

[
GR

p (p + p′, ε + ε′)GK
σ̄ (p′, ε′)

+ GK
p (p + p′, ε + ε′)GA

σ̄ (p′, ε′)
]

(9)

(see Fig. 1). While the retarded and advanced Green’s func-
tions GR(p, ε) = [GA(p, ε)]∗ represent only the spectrum, the
Keldysh components GK (p, ε) represent both the spectrum
and the occupation number with the statistical factor in equi-
librium,

GK
σ (p, ε) = −i tanh(βε/2)Aσ (p, ε), (10)

GK
p (q,ω) = −i coth(βω/2)Ap(q,ω), (11)

with full spectral functions Aσ (p, ε) = −(1/π )ImGR
σ (p, ε)

and Ap(q,ω) = −(1/π )ImGR
p (q,ω). The occupation factors
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can be rewritten in terms of the Fermi and Bose functions
as tanh(βx/2) = 1 − 2 f (x) with f (x) = 1

2 [1 − tanh(βx/2)]
and as coth(βx/2) = 1 + 2b(x) with b(x) = 1

2 [coth(βx/2) −
1]. In this way, the retarded fermionic self-energy is
expressed as

"R
σ (p, ε) =

∫

p′,ε′

[
GR

p (p + p′, ε + ε′) f (ε′)Aσ̄ (p′, ε′)

− b(ε + ε′)Ap(p + p′, ε + ε′)GA
σ̄ (p′, ε′)

]
, (12)

where a contribution independent of occupation vanishes by
analyticity. For the imaginary part of the self-energy, the
occupation factors are combined with a product of spectral
functions as

Im"R
σ (p, ε) = − π

∫

p′,ε′
[ f (ε′) + b(ε + ε′)]

× Ap(p + p′, ε + ε′)Aσ̄ (p′, ε′). (13)

Once the imaginary part has been computed, the real part can
be obtained by the Kramers-Kronig relation

Re"R(p, ε) =
∫

dε′

π
P

Im"R(p, ε′)
ε′ − ε

, (14)

which involves an integral over the principal value P .
The bosonic self-energy in turn arises from dissociation of

a pair into individual fermions and is computed as the particle-
particle bubble diagram (see Fig. 1),

"R
p (q,ω) = i

2

∫

p,ε
[GR

↑(q − p,ω − ε)GK
↓ (p, ε)

+ GK
↑ (q − p,ω − ε)GR

↓(p, ε)]

=
∫

p,ε

{
GR

↑(q − p,ω − ε)
[ 1

2 − f (ε)
]
A↓(p, ε)

+
[ 1

2 − f (ω − ε)
]
A↑(q − p,ω − ε)GR

↓(p, ε)
}
.

(15)

Both terms can be combined after a change of variables to
yield

Im"R
p (q,ω) = − π

∫

p,ε
[1 − 2 f (ε)]A↑(p, ε)

× A↓(q − p,ω − ε). (16)

Causality implies that the imaginary part of the fermionic
Green’s function is always negative, ImGR

σ (p, ε) < 0 ∀ ε,
while the imaginary part of the bosonic Green’s function
changes sign at ω = 0, ImGR

p (q,ω)sgn(ω) < 0. The same
holds for the sign of the imaginary parts of the fermionic
and bosonic self-energies, which follows from their defi-
nitions (12) and (16). Equations (7), (8), (12), and (16)
form a closed set of coupled integral equations for the
fermion and pair Green’s functions. This particular set of
equations corresponds to the self-consistent Luttinger-Ward
approach [12,23,24]. In the following we present a method
for their numerical solution in real frequency.

The Keldysh technique introduced so far applies to general
polarized Fermi gas with µ↑ '= µ↓. In this work we will start

by presenting the solution for the case of a balanced (unpolar-
ized) gas with µ↑ = µ↓ = µ and G↑ = G↓ ≡ Gσ .

C. Quantum virial expansion

Since we are interested in the strongly correlated Fermi gas
at large scattering length |a|, the interaction strength is not a
good expansion parameter. Instead, in the high-temperature
normal state one can perform a quantum virial expansion in
the fermionic fugacity

z = exp(βµ) (17)

as the small parameter, where β = 1/kBT denotes the inverse
temperature and we work henceforth in units where kB ≡ 1. In
the high-temperature virial expansion we can already identify
spectral features that will be important reference points in
the discussion of the low-temperature spectra below. When
pairing is important the pair fugacity

zp = exp(βµp) = exp[β(2µ + Eb)] = z2eβEb (18)

controls the strength of pair contributions with pair chemical
potential µp = 2µ + Eb. One can distinguish the fermion-
dominated regime zp < z from the pair-dominated regime
zp > z [25]. In the expressions for the self-energy (12) and
(16), the Fermi function is expanded for small fugacity as
f (x − µ) = ze−βx + O(z2) and the Bose function as b(x −
µp) = zpe−βx + O(z2

p) = z2eβEbe−βx + O(z4).
To zeroth order in fugacity, i.e., in vacuum, the fermion

self-energy vanishes and the bosonic self-energy is known
analytically as

"R
p0(q,ω) =

∫ '

p
GR

σ0(q − p,ω + µ − εp) (19)

= m
4π

√
−m(ω + 2µ − 1

2εq + i0) − m'

2π2

for large cutoff ' → ∞. The cutoff term in the definition of
the bare coupling g0 (2) cancels that in the self-energy to yield
the cutoff-independent pair Green’s function [6]

GR
p0(q,ω) = 4π/m

a−1 −
√

−m
(
ω + 2µ − 1

2εq + i0
) . (20)

The corresponding pair spectral function reads

Ap0(q,ω) = 4π

m3/2

(
2
√

Ebδ(sp + Eb))(a)

+ 1
π

√sp)(sp)

sp + 1/ma2

)

sp=ω+2µ−εq/2
(21)

in terms of the pair spectral parameter sp = ω + 2µ − εq/2,
which measures the energy from the onset of the scattering
continuum at sp = 0. The pair spectrum exhibits a scattering
continuum for sp > 0 from the square root branch cut, and for
positive a > 0 there is additionally the pair bound state at sp =
−Eb with pair dispersion ωq = q2/2M at twice the fermion
mass M = 2m. Note that the pair spectrum in vacuum is still
Galilean invariant, i.e., it depends only on the combination sp
and not on ω or q separately. This will no longer be the case
at finite density, as we will see below.
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yield

Im"R
p (q,ω) = − π

∫

p,ε
[1 − 2 f (ε)]A↑(p, ε)

× A↓(q − p,ω − ε). (16)

Causality implies that the imaginary part of the fermionic
Green’s function is always negative, ImGR

σ (p, ε) < 0 ∀ ε,
while the imaginary part of the bosonic Green’s function
changes sign at ω = 0, ImGR

p (q,ω)sgn(ω) < 0. The same
holds for the sign of the imaginary parts of the fermionic
and bosonic self-energies, which follows from their defi-
nitions (12) and (16). Equations (7), (8), (12), and (16)
form a closed set of coupled integral equations for the
fermion and pair Green’s functions. This particular set of
equations corresponds to the self-consistent Luttinger-Ward
approach [12,23,24]. In the following we present a method
for their numerical solution in real frequency.

The Keldysh technique introduced so far applies to general
polarized Fermi gas with µ↑ '= µ↓. In this work we will start

by presenting the solution for the case of a balanced (unpolar-
ized) gas with µ↑ = µ↓ = µ and G↑ = G↓ ≡ Gσ .

C. Quantum virial expansion

Since we are interested in the strongly correlated Fermi gas
at large scattering length |a|, the interaction strength is not a
good expansion parameter. Instead, in the high-temperature
normal state one can perform a quantum virial expansion in
the fermionic fugacity

z = exp(βµ) (17)

as the small parameter, where β = 1/kBT denotes the inverse
temperature and we work henceforth in units where kB ≡ 1. In
the high-temperature virial expansion we can already identify
spectral features that will be important reference points in
the discussion of the low-temperature spectra below. When
pairing is important the pair fugacity

zp = exp(βµp) = exp[β(2µ + Eb)] = z2eβEb (18)

controls the strength of pair contributions with pair chemical
potential µp = 2µ + Eb. One can distinguish the fermion-
dominated regime zp < z from the pair-dominated regime
zp > z [25]. In the expressions for the self-energy (12) and
(16), the Fermi function is expanded for small fugacity as
f (x − µ) = ze−βx + O(z2) and the Bose function as b(x −
µp) = zpe−βx + O(z2

p) = z2eβEbe−βx + O(z4).
To zeroth order in fugacity, i.e., in vacuum, the fermion

self-energy vanishes and the bosonic self-energy is known
analytically as

"R
p0(q,ω) =

∫ '

p
GR

σ0(q − p,ω + µ − εp) (19)

= m
4π

√
−m(ω + 2µ − 1

2εq + i0) − m'

2π2

for large cutoff ' → ∞. The cutoff term in the definition of
the bare coupling g0 (2) cancels that in the self-energy to yield
the cutoff-independent pair Green’s function [6]

GR
p0(q,ω) = 4π/m

a−1 −
√

−m
(
ω + 2µ − 1

2εq + i0
) . (20)

The corresponding pair spectral function reads

Ap0(q,ω) = 4π

m3/2

(
2
√

Ebδ(sp + Eb))(a)

+ 1
π

√sp)(sp)

sp + 1/ma2

)

sp=ω+2µ−εq/2
(21)

in terms of the pair spectral parameter sp = ω + 2µ − εq/2,
which measures the energy from the onset of the scattering
continuum at sp = 0. The pair spectrum exhibits a scattering
continuum for sp > 0 from the square root branch cut, and for
positive a > 0 there is additionally the pair bound state at sp =
−Eb with pair dispersion ωq = q2/2M at twice the fermion
mass M = 2m. Note that the pair spectrum in vacuum is still
Galilean invariant, i.e., it depends only on the combination sp
and not on ω or q separately. This will no longer be the case
at finite density, as we will see below.
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FIG. 2. Line spectra of fermions and pairs at unitarity: real frequency dependence at zero momentum. Temperatures are in the normal
state approaching Tc: T/TF = 0.31 (βµ = 1.0, brown), T/TF = 0.24 (βµ = 1.5, red), T/TF = 0.19 (βµ = 2.0, magenta), and T/TF = 0.16
(βµ = 2.5, blue). (a) The fermion self-energy shows a single peak in the virial expansion (dashed line) and a renormalized single peak in the
first LW iteration " (1)

σ (thin line); instead, the fully converged self-energy "(∞)
σ (thick line) develops a two-peak structure which grows more

prominent as the temperature is lowered. (b) The fermion spectrum shows a two-peak structure as a precursor to the Bogoliubov spectrum.
The comparison with spectral data of Ref. [26] (dotted line) shows good agreement. (c) The pair self-energy has a zero crossing at ω = 0 by
causality (dashed line); the spectral weight at negative frequencies is enhanced at lower temperature. The Keldysh component −Im"p(q =
0, ω) coth(ω/2T ) (solid line) remains positive at all frequencies and regular around ω = 0. (d) The pair spectrum has a single asymmetric peak
near threshold that becomes broader and more pronounced at lower temperature.

develops a two-peak structure as a precursor to the Bogoli-
ubov spectrum as the temperature is lowered.

The imaginary part of the pair self-energy in Fig. 2(c)
arises from dissociation of pairs into individual fermions;
it has a square-root branch cut representing the scattering
continuum for large frequencies. As a bosonic function it
must change sign at ω = 0 (dashed curves). When weighted
with the Bose factor, −Im"p(ω) coth(ω/2T ) > 0 is regular at
ω = 0 and positive for all frequencies (solid curves). Note that
the fully converged self-consistent solution (thick lines) con-
tains substantially more spectral weight at smaller frequencies
ω < 0 than the first iteration (thin line), in particular at lower
temperature (blue curves). Finally, the pair spectral function
in Fig. 2(d) weighted with the Bose factor [the Keldysh com-
ponent (10)] is positive and exhibits a single large peak for
the onset of the scattering continuum, which decays for large
frequencies as ω−1/2. This slow decay in turn determines
also the decay of the fermionic self-energy as ε−1/2 for large
frequencies.

The full spectra at T = 0.16TF slightly above Tc are
shown in Fig. 3. The fermion self-energy has a broad upward
branch starting at ε ∼ εp/2, which arises from combin-
ing with another low-momentum fermion into a pair state
(molecule-hole continuum), and a steeper downward branch
ε ∼ −εp, which arises from combining with another fermion
into a low-momentum pair. The imaginary part of the self-
energy determines the decay rate (inverse lifetime) of the
corresponding fermion states, which near Tc is substantial
(comparable to εF ). These spectral features are reflected in
the fermion spectral function Fig. 3(b), which shows a band
splitting around the Fermi level ε = 0 and the appearance of
Bogoliubov shadow bands already above Tc. Note that the
fermionic self-energy and spectral function clearly do not
follow a single-parameter scaling in terms of the spectral
parameter s = ε + µ − εp alone.

The pair self-energy in Fig. 3(c) clearly exhibits the scat-
tering continuum for ω ! εq/2 − 2µ. In the self-consistent
solution, where a pair can dissociate into dressed fermion
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frequencies.
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ε ∼ −εp, which arises from combining with another fermion
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corresponding fermion states, which near Tc is substantial
(comparable to εF ). These spectral features are reflected in
the fermion spectral function Fig. 3(b), which shows a band
splitting around the Fermi level ε = 0 and the appearance of
Bogoliubov shadow bands already above Tc. Note that the
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(a) (b)

(c) (d)

FIG. 3. Luttinger-Ward self-energies and spectral functions at unitarity 1/a = 0 and temperature T/TF = 0.16 (βµ = 2.5). (a) Fermion
self-energy. (b) The fermion spectral function shows a band splitting around the Fermi level ε = 0 and a slight suppression of spectral weight
also near kF . (c) Pair self-energy. (d) The pair spectral function weighted by the Bose factor (Keldysh component) is positive and strongly
peaked at the threshold of the scattering continuum. Pair functions are given in units of the zero-temperature density of states ρ0 = g(0)

σ =
mkF /2π 2.

states, the substantial broadening of the fermions shifts the
threshold of the scattering continuum to lower frequency
with respect to the non-self-consistent solution. Finally, the
full pair spectrum in Fig. 3(d) shows the clear threshold of
the scattering continuum as well as an additional downward
branch that arises from the dressed fermions.

B. Particle and pair spectra in the BEC regime

In the BEC regime the fermion line spectra in Figs. 4 and
5 show many of the same qualitative features, such as upward
and downward branches, as in the unitary regime; however,
the splitting between the two branches in the fermionic spec-
trum is now much larger, approximately equal to 2|µ| > 0,
and grows with momentum, as in the strong-binding limit of
the BCS dispersion relation [27]. The pair self-energy is dom-
inated by the scattering continuum but has again significant
weight at negative frequency that arises from the downward
branch of the dressed fermions. Finally, the pair spectral func-
tion (Keldysh component) in Figs. 4(d) and 5(d) exhibits a
three-peak structure: The large bound-state peak near ω = 0
becomes broader for lower temperature, the scattering contin-
uum is separated from the bound state by a gap comparable

to the binding energy Eb, and in addition there is a downward
branch at negative frequencies.

The fermion dispersion exhibits qualitative differences be-
tween the unitary regime, where it resembles the BCS-type
dispersion relation with minimum gap at nonzero wave vector
k∗ ≈ kF , and the BEC regime, where the gap is present at all
k and reaches a minimum at k = 0. This qualitative change
between the two regimes is also apparent in the density of
states (DOS). While at unitarity the density of states is only
slightly suppressed near the Fermi level ε = 0 above Tc [cf.
Fig. 3(b)], in the BEC regime the gap is clearly developed
already in the normal state (cf. Fig. 6), but instead it becomes
narrower (in units of εF ) toward lower temperature.

V. DISCUSSION

The real-frequency solver presented in this work circum-
vents the long-standing problem of analytical continuation by
computing a self-consistent solution directly in the Keldysh
spectral representation. This gives access to the dynamical
properties of single particles, which agree with previous re-
sults where available [28]. At strong coupling they show a
substantial renormalization of spectra compared to the virial
expansion, and in particular the self-consistent algorithm
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Fermions and pairs at strong binding (BEC side)
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(a) (b)

(c) (d)

FIG. 5. Luttinger-Ward self-energies and spectra in the BEC regime 1/kF a = 1 at T/TF = 0.26 (βµ = −3.5) slightly above Tc. (a) The
fermion self-energy "σ (p, ε) shows two branches and fermions scatter most strongly on the lower branch. (b) The fermion spectral function
Aσ (p, ε) shows a clear gap between the two branches around the Fermi level ε = 0 and has most spectral weight concentrated on the
upper branch. (c) The pair self-energy "p(q, ω) shows the two-particle scattering continuum. (d) The weighted pair spectral function
Ap(q,ω) coth(ω/2T ) = iGK

p (the pair Keldysh function) shows a strong bound-state branch separated by the binding energy Eb = 2EF from
the pair continuum, as well as a weak branch bending down.

and spin diffusivity [42,43]. As the frequency-dependent
transport coefficients depend on the slope in frequency
of a bosonic spectral function, the real-frequency solver

D
O
S

FIG. 6. Fermionic density of states gσ (ε) vs frequency ε on the
BEC side βEb = 8 (1/kF a " 1). The DOS is strongly suppressed in
a region of width 2|µ| around the chemical potential. The DOS is
given in units of the ideal Fermi gas DOS at zero temperature, ρ0 =
g(0)

σ = mkF /2π 2.

should yield improved self-consistent predictions at both
zero and finite frequency. Finally, the Keldysh formulation
can describe genuine out-of-equilibrium dynamics where the
fluctuation-dissipation relation (10) is no longer satisfied [20],
and it will be interesting to find self-consistent solutions for
the transient evolution after a quantum quench.

Note added. Recently, two other studies appeared which
compute spectral functions in real frequency using Fourier
transforms [26] and spectral representations [44].
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(a) (b)
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FIG. 4. Line spectra of fermions and pairs in the BEC regime (βEb = 8): real frequency dependence at zero momentum. Temperatures
are in the normal state approaching Tc: T/TF = 0.52 (βµ = −4, red), T/TF = 0.37 (βµ = −3.75, magenta), and T/TF = 0.26 (βµ = −3.5,
blue). (a) The fermion self-energy shows a much more pronounced two-peak structure than at unitarity. (b) The fermion spectrum similarly
shows a two-peak structure as a precursor to the Bogoliubov spectrum. (c) The pair self-energy has a zero crossing at ω = 0 by causality (dashed
line); the spectral weight at negative frequencies is enhanced at lower temperature. The Keldysh component −Im#p(q = 0, ω) coth(ω/2T )
(solid) remains positive at all frequencies and regular around ω = 0. (d) The pair spectrum has a triple-peak structure: a large bound-state peak
near ω = 0, the scattering continuum for positive ω separated by a gap from the bound state, and a small peak at negative frequency.

allows us to access the low-temperature regime βµ > 1.5 at
unitarity, which is unattainable in bare perturbation theory.
The self-consistent solution in the Luttinger-Ward framework
ensures thermodynamic consistency and the exact fulfillment
of Tan relations, as well as scale invariance in the uni-
tary case even for approximate solutions [19]. In particular,
existing thermodynamic results [e.g., µ(n)] obtained in imag-
inary frequency can be used as input for the real-frequency
computation. On the technical level, in the Keldysh for-
mulation the divergence of the bosonic occupation at zero
frequency is compensated by the smallness of the bosonic
spectral function to yield a well-defined frequency integral,
but it can still have sharp peaks from long-lived excitations.
Our algorithm treats these efficiently by interpolation of the
self-energy, which is a slowly varying function between grid
points. The accuracy of the spectra is confirmed by comparing
with results for finer grids ($ε = 0.25T ) and with the spectral
data of Ref. [26]. By construction, the resulting Green’s func-
tions satisfy the requirements of analyticity and causality. The
Luttinger-Ward spectra with their subtle three-peak structure
(Fig. 4) can serve as a benchmark and as a prior for the

numerical reconstruction of imaginary-time quantum Monte
Carlo data.

The real-frequency solver can immediately be applied to
imbalanced (polarized) Fermi gases with µ↑ #= µ↓; in fact,
the equations in Sec. II are already written for this general
case. This will allow one to extend self-consistent ground-
state polaron spectra [29] to finite temperature. Furthermore,
the self-consistent thermodynamics in the symmetry-broken
superfluid state has been found in the balanced [12] and im-
balanced Fermi gas [14], and it will be worthwhile to extend
the real-frequency solver to this case in order to obtain the cor-
responding excitation spectra. Another important extension
will be to the two-dimensional Fermi gas [30], which always
admits a pair bound state with Eb > 0 and is therefore covered
by our algorithm for the BEC regime; this will allow for a
self-consistent computation of pairing spectra [27,31] and the
dynamical quantum scale anomaly [32,33].

Another very interesting extension is to compute dy-
namical correlation and response functions, which define,
e.g., transport coefficients such as shear viscosity [34,35],
bulk viscosity [25,36–39], thermal conductivity [40,41],
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allows us to access the low-temperature regime βµ > 1.5 at
unitarity, which is unattainable in bare perturbation theory.
The self-consistent solution in the Luttinger-Ward framework
ensures thermodynamic consistency and the exact fulfillment
of Tan relations, as well as scale invariance in the uni-
tary case even for approximate solutions [19]. In particular,
existing thermodynamic results [e.g., µ(n)] obtained in imag-
inary frequency can be used as input for the real-frequency
computation. On the technical level, in the Keldysh for-
mulation the divergence of the bosonic occupation at zero
frequency is compensated by the smallness of the bosonic
spectral function to yield a well-defined frequency integral,
but it can still have sharp peaks from long-lived excitations.
Our algorithm treats these efficiently by interpolation of the
self-energy, which is a slowly varying function between grid
points. The accuracy of the spectra is confirmed by comparing
with results for finer grids ($ε = 0.25T ) and with the spectral
data of Ref. [26]. By construction, the resulting Green’s func-
tions satisfy the requirements of analyticity and causality. The
Luttinger-Ward spectra with their subtle three-peak structure
(Fig. 4) can serve as a benchmark and as a prior for the

numerical reconstruction of imaginary-time quantum Monte
Carlo data.

The real-frequency solver can immediately be applied to
imbalanced (polarized) Fermi gases with µ↑ #= µ↓; in fact,
the equations in Sec. II are already written for this general
case. This will allow one to extend self-consistent ground-
state polaron spectra [29] to finite temperature. Furthermore,
the self-consistent thermodynamics in the symmetry-broken
superfluid state has been found in the balanced [12] and im-
balanced Fermi gas [14], and it will be worthwhile to extend
the real-frequency solver to this case in order to obtain the cor-
responding excitation spectra. Another important extension
will be to the two-dimensional Fermi gas [30], which always
admits a pair bound state with Eb > 0 and is therefore covered
by our algorithm for the BEC regime; this will allow for a
self-consistent computation of pairing spectra [27,31] and the
dynamical quantum scale anomaly [32,33].

Another very interesting extension is to compute dy-
namical correlation and response functions, which define,
e.g., transport coefficients such as shear viscosity [34,35],
bulk viscosity [25,36–39], thermal conductivity [40,41],
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Transport in linear response

• no assumption of „molecular chaos“ 
inelastic scattering 

• shear viscosity from stress correlations (Kubo formula) 

• physical ingredients:   
 
 
 

• transport via fermions and pairs (superfluid fluctuations)
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the fermionic and bosonic self-energies are local in real
space. Hence, the coupled equations are solved efficiently
by going back and forth between real and Fourier space.

In the second step GXX′ and ΓXX′ are used as input
for the self-consistent equations (5.21)–(5.26) to calculate
the viscosity response functions T̃!, S̃!. Again, the inte-
gral equations (5.21) and (5.25) become algebraic and are
solved in Fourier space, while the other equations remain
local in real space. Note that the spatial Fourier trans-
form between radial distances r and radial wavenumber
k for the partial-wave component ! is given by

T!(k) = 4π(−i)!

∫ ∞

0
dr r2 j!(kr)T!(r) , (5.27)

T!(r) =
i!

2π2

∫ ∞

0
dk k2 j!(kr)T!(k) . (5.28)

In the third step the correlation function χ!(iωm) is com-
puted from (5.15). It is continued analytically from the
discrete imaginary Matsubara frequencies iωm to the con-
tinuous real frequencies ω via both the Padé method and
a model fit function (cf. section VII). We thus obtain the
retarded correlation function χret

! (ω) = χ′
!(ω) + iχ′′

! (ω).
Finally, the real parts of the viscosities η and ζ are ob-
tained from the correlation functions for ! = 2 and ! = 0
according to (cf. equations (3.2) and (3.3))

Re η(ω) =
Imχret

!=2(ω)

15ω
, (5.29)

Re ζ(ω) =
Imχret

!=0(ω)

9ω
, (5.30)

where the prefactor of η comes from the angular integra-
tion of the spherical harmonics [Y!=2(p̂)]2. Alternatively,
one may solve the integral equation directly for real fre-
quencies where the limit ω → 0 can be taken analytically.
In practice, this approach is useful at high temperatures,
where self-consistency no longer plays a role.

VI. BOLTZMANN-EQUATION LIMIT

In the high-temperature limit T # TF the integral
equations (5.21)–(5.26) can be solved by expanding in
powers of the fugacity

z = eβµ =
4

3
√

π
θ−3/2 + O(θ−3) . (6.1)

To leading order in z, the pair propagator and on-shell
self-energy are given by

Γret(k,Ω) = −i
4πh̄3m−3/2

√

h̄Ω+ 2µ − εk/2
+ O(z) (6.2)

Σret(p, ε = εp − µ) = i
8εF

3π

erf(
√

πp/pT )

p/pF
+ O(z) .

(6.3)

  

FIG. 3: [color online] Diagrammatic contributions to the vis-
cosity correlation function χ!(ω) at first order in the pair
fluctuations: Self-energy (S), Maki-Thompson (MT) and
Aslamazov-Larkin (AL) diagrams.

In the case of on-shell fermions with k = p1 + p2,
h̄Ω + 2µ = εp1

+ εp2
the pair propagator reduces to the

well-known scattering amplitude f(q) = i/q at infinite
scattering length of two particles in vacuum, with rel-
ative momentum q. Note that the exact leading-order
result for the on-shell fermionic self-energy contains a
non-trivial error-function dependence on the ratio of the
momentum p to its thermal value pT that was missing in
previous studies [53]. It is due to the square-root tail in
the pair propagator and gives a noticeable correction at
thermal momenta p % pT . Moreover, this form is indeed
crucial to fulfill the condition of scale invariance, as will
be discussed below.

The fermionic spectral function in the low fugacity,
high temperature limit has most of the spectral weight
concentrated in the coherent peak at ε = εp−µ. The peak
width γp = ImΣret(p, ε) vanishes like εF pF /p ∼ T−1/2

for typical momenta p ≈ pT , consistent with the assump-
tion for the temperature dependence of the relaxation
time introduced by Bruun and Smith [24]. This implies,
in particular, that the fermionic quasiparticles become
well-defined and thus a Boltzmann equation description
is valid in the regime θ # 1.

From a numerical, iterative solution of the integral
equations (5.21)–(5.26) in the high-temperature limit we
obtain η/(h̄n) = 2.80(1) (T/TF )3/2. This fixes the con-
stant in the asymptotic behavior α(θ) = const θ3/2 at
large values of θ of the universal function introduced in
(4.1). Within the error bars, the numerical value agrees
with that obtained from a variational solution of the full
Boltzmann equation, using higher Sonine polynomials
[24, appendix]. The prediction of a simple power-law de-
pendence of the shear viscosity η(T ) ∼ T 3/2 has recently
been verified experimentally in a temperature range be-
tween θ % 1.5 and θ % 7 by measuring the expansion
dynamics of a unitary gas released from an optical trap
[54]. Very good agreement has been found also with the
expected prefactor.

Remarkably, the solution of the transport integral
equation at high temperatures and small frequencies can
also be obtained by a completely analytical approach.
In fact, in the low fugacity limit, one can terminate the
iterative procedure after the first iteration step (correla-
tion function to first order in the pair propagator) and
resum via a memory function approach, a method that
was developed in the context of electrical conductivi-
ties by Götze and Wölfle [55]. The first-order correla-

 η(ω) = (resummed to 
 infinite order)

Enss, Haussmann & Zwerger, Annals Physics 2011 



Dynamical stress correlations (shear viscosity)

Enss, Haussmann & Zwerger 2011
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Measures of Perfection

Viscosity determines shear stress (“friction”) in fluid flow

F = A η
∂vx

∂y

Dimensionless measure of shear stress: Reynolds number

Re =
n

η
× mvr

fluid flow
property property

• [η/n] = !

• Relativistic systems Re =
s

η
× τT



bulk viscosity probes scaling violation

Kubo formula: pressure correlation function cf. Fujii & Nishida PRA 2020 
 

dilute quantum gas: pressure fluctuations 

         (  function ) 

bulk viscosity probes contact correlation (local pair fluctuations): 

 

 
Enss PRL 2019; cf. Martinez & Schäfer PRA 2017, Fujii & Nishida PRA 2018

ζ(ω) =
1
ω ∫

∞

0
dt eiωt ∫ dx ⟨[δ ̂p(x, t), δ ̂p(0,0)]⟩

δ ̂p =
2
3

Ĥ +
Ĉ

12πma
− ( ∂p

∂E )nĤ − (∂p
∂n )E ̂n β

∂Hint
∂ ln |a |

ζ(ω > 0) =
1
ω ∫

∞

0
dt eiωt ∫ dx ⟨[

Ĉ(x, t)
12πma

,
Ĉ(0,0)
12πma

]⟩ ∼ ⟨[Δ†Δ(x, t), Δ†Δ(0,0)]⟩



dynamical bulk viscosity (Luttinger-Ward theory)

transport peak (Drude form) 
 

 

 
width : 
T-linear scaling of scattering rate 
independent of density!

ζ(ω) =
χτζ

1 + (ωτζ)2

τ−1 ≃ 0.6 kBT/ℏ
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quantum degenerate regime (Luttinger-Ward theory)

strong enhancement in quantum degenerate regime ( )ζ > η

larger than kinetic theory 
prediction for  
 

T < TF
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η
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attractor

drive scattering length => resonance                      parametrization of transport peak: 

(fast, then slow)                                                        :      t ∼ τ ( ∂C
∂a−1 )eq

e−(t−t′ )/τ

τ

δC(t) = ∫
t

−∞
dt′ 

∂C(t)
∂a−1(t′ )

δa−1(t′ )

Hydrodynamic Attractor in Ultracold Atoms
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The hydrodynamic attractor is a concept that describes universal equilibration behavior in which
systems lose microscopic details before hydrodynamics becomes applicable. We propose a setup to
observe hydrodynamic attractors in ultracold atomic gases, taking advantage of the fact that driving
the two-body s-wave scattering length causes phenomena equivalent to isotropic fluid expansions.
We specifically consider two-component fermions with contact interactions in three dimensions and
discuss their dynamics under a power-law drive of the scattering length in a uniform system, em-
ploying a hydrodynamic relaxation model. We analytically solve their dynamics and find the hy-
drodynamic attractor solution. Our results establish the cold atom systems as a new platform for
exploring hydrodynamic attractors.

Introduction.—Hydrodynamics universally describes
the space-time evolution of charge densities of systems
close to thermal equilibrium [1]. Hydrodynamic equa-
tions do not depend on the microscopic details of systems,
which are applicable to broad fields of physics from con-
densed matter [2] to high-energy physics [3, 4]. Its uni-
versality is based on the coarse-graining of microscopic
elements into macroscopic fluid cells. For time scales suf-
ficiently longer than relaxation times, one can describe
the dynamics of the fluid cells in terms of charge densi-
ties and their derivatives, and systematically write down
hydrodynamic equations based on gradient expansions.
The hydrodynamic equations at leading order in the ex-
pansion describe the ideal fluid, those up to the first order
describe the Navier-Stokes fluid, and further higher-order
corrections can be found as needed.

However, recent high-energy heavy-ion collision exper-
iments reported that their initial dynamics immediately
after the impact of two relativistic nuclei can be described
hydrodynamically, even though it is far from equilib-
rium [5–9]. This “unreasonable” e↵ectiveness of hydro-
dynamics triggered a reconsideration of its applicability,
and suggests the existence of non-equilibrium universal
attractors to hydrodynamics, which cannot be captured
within naive gradient expansions in hydrodynamics [10].
Such attractors, called hydrodynamic attractors, have
been actively studied and found from various microscopic
theories such as hydrodynamics, kinetic theory [11], and
holography [10, 12] (see review papers [13–17]).

The hydrodynamic attractor is also relevant for small
systems whose typical time and length scales are com-
parable to their relaxation times and mean free paths.
Recently, in cold atoms, such small systems were realized
with the development of experimental techniques. Relax-
ation times of strongly interacting Fermi gases were mea-
sured through initial state preparation and time-resolved
measurements, both in trapped gases [18, 19] and in uni-
form systems [20–22]. In particular, the detailed collec-
tive dynamics of a few strongly correlated fermions were
measured [23]. These experiments make cold atomic sys-

FIG. 1. Protocol for driving the scattering length to real-
ize the hydrodynamic attractor in a uniform system without
fluid velocities. The scattering length is kept at a constant
value ak up to time t = tk and then approaches the unitary
limit a�1(t) ! 0 asymptotically with a power law of time,
see Eq. (11). To probe various initial conditions, the ini-
tial scattering length ak and time tk are varied while keeping
ã = ak(⌧⇣/tk)

↵ fixed for k = 1, 2, 3, . . . Once the drive has
started for t > tk, the scattering length follows a single curve.

tems an important new research platform for hydrody-
namic attractors.

In this Letter, we propose a setup to study hydro-
dynamic attractors in cold atoms. We consider a two-
component Fermi gas in three dimensions whose short-
range interaction is fully characterized by the two-body
s-wave scattering length and discuss its hydrodynamic
behavior when the scattering length is changed in time.
In this system, the time variation of the scattering length
at fixed volume leads to phenomena equivalent to the
isotropic fluid expansions of the gas because there are
no other intrinsic reference scales [24]. In other words,
by temporally varying the scattering length in a uniform
state without fluid velocities, one can arbitrarily drive the
system out of equilibrium, equivalent to isotropic fluid
expansion, while the fluid remains uniform and at rest.
Taking advantage of this equivalence, we show that hy-
drodynamic attractors can be explored in cold atomic
systems by driving the scattering length to the strongly
interacting, unitary limit over time, as schematically de-
picted in Fig. 1.

Bulk viscosity.—Let us start with a brief review of the
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hydrodynamic perspective: effective field theory

• effective Hamiltonian 

 

a(t) acts as „external field“ 
conjugate „magnetization“ C 

• dissipative bulk pressure 

 

with drive 

Ĥ = Ĥreso +
Ĉ

4πma(t)

π(t) =
C(t) − Ceq(a(t))

12πma(t)
= − ζVa

Va = ∇ ⋅ v − d
·a
a

Fujii & Nishida PRA 2018

• continuity equation 

 

• constitutive relation 

∂tĤ + ∂iQ̂i =
Ĉ

4πm
∂ta−1

̂p =
2
3

Ĥ +
Ĉ

12πma

a2D

d

a2D

d



attractor solution

• Navier-Stokes:  

• from microscopic computation:  

• analytical solution  
,     attractor    

• long times :   term nonperturb. (nonhydro mode) 
                                  

• asympt. series    (Borel resummation)

π(t) = − ζVa

τ ·π + π = − ζVa ∼ t−1−2α

π(t) = πini e−(t−tini)/τ + πatt(t) πatt(t) ≃ χe−t/τ Γ(−2α, − t/τ)

τ/t ≪ 1 πini
πatt ∼ (τ/t)1+2α [1 + (2α + 1)τ/t + …]

an ∼ (n + 2α)!
2nd order

Fujii & Enss, 2404.12921



attractor solution
4
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FIG. 2. The hydrodynamic attractor solution (blue thick
line) for the deviation of the dimensionless contact den-
sity from its equilibrium value, c(t) � ceq[a(t)] ⌘ (C(t) �
Ceq[a(t)])/(12⇡ma(t))⇥ (⌧⇣/⇣[a(t)]), as a function of t/⌧⇣ un-
der the drive with a power ↵ = 1/2. We also plot nu-
merical solutions (black thin lines) of Eq. (13) for tk/⌧⇣ =
0.1, 0.3, 0.5, . . . , 3.5 and hydrodynamic results of zeroth-order,
first-order, and second-order (orange, green, and red dashed
line, respectively) from the expansion (15). The universal at-
tractor solution corresponds to the numerical solution with
tk/⌧⇣ = 1.347 . . .

with � = 0.5772 . . . being Euler’s constant. The Borel
summation for e↵ective theories is one of the common
approaches to finding the hydrodynamic attractors [10].

Contact density.—Figure 2 plots the deviation of the
dimensionless contact density c(t) ⌘ C(t)/(12⇡ma(t)) ⇥
(⌧⇣/⇣[a(t)]) from its instantaneous value under the drive
of the scattering length with a power ↵ = 1/2. Here,
the dimensionless contact density does not depend on
the fixed parameter ã. Numerical solutions of Eq. (12)
for tk/⌧⇣ = 0.1, 0.3, . . . , 3.5 (black thin lines) remain
zero (their equilibrium values) until the start of driv-
ing at t = tk, and then take positive values as shown in
Fig. 2. Importantly, the numerical solutions converge im-
mediately to the universal attractor solution (blue thick
line) before being reduced to the hydrodynamic solutions
(dashed lines).

From the perspective of the Navier-Stokes solution,
the attractor appears to result from an e↵ective bulk
viscosity coe�cient that varies at short times before it
approaches its equilibrium value at long times. The ef-

fective bulk viscosity coe�cient ⇣(↵)e↵ [a(t)] can be defined
for t > tk by representing the hydrodynamic attractor
solution in the form of the Navier-Stokes result [12]:

⇡att(t) = 3⇣(↵)e↵ [a(t)]
↵

t
. (17)

From the explicit form of the attractor solution (14), we
find

⇣
(↵)
e↵ [a(t)]

⇣[a(t)]
=

✓
�

t

⌧⇣

◆2↵+1

e
�t/⌧⇣�(�2↵,�t/⌧⇣). (18)

The e↵ective viscosity ⇣
(↵)
e↵ [a(t)] has non-analytic contri-

butions in the expansion with respect to t/⌧⇣ , analogous
to the short-time expansion of ⇡att(t) in Eq. (16).
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FIG. 3. The e↵ective, time-dependent bulk viscosity coe�-
cients reproduce the attractor solution when inserted into the
Navier-Stokes dynamics (18); shown here for di↵erent drive
exponents ↵.

Figure 3 plots the e↵ective bulk viscosity as a function
of t/⌧⇣ for various powers. Since the ratio (18) measures
the deviation of the attractor solution from the Navier-
Stokes result, it asymptotically approaches unity in the
long-time limit. The ratio has a peak for intermediate
times and is suppressed for short times. These tendencies
are generally found in the e↵ective viscosity coe�cients
defined by the hydrodynamic attractor [12].

Discussion and outlook.—In this Letter, we have pro-
posed a driving protocol of the scattering length to ob-
serve the hydrodynamic attractor in cold atoms; this pro-
tocol is given by Eq. (11) and schematically depicted in
Fig. 1. Employing the hydrodynamic equation with the
relaxation time [Eq. (9)], we have analytically found the
attractor solution and the non-hydrodynamic mode as
Eq. (13). The dynamics of the contact density in our
protocol is plotted in Fig. 2, where the solutions from dif-
ferent initial conditions converge to the attractor solution
already before the time scale where the hydrodynamics
become relevant. Similarly, one can find the dynamics of
other thermodynamic variables such as the energy den-
sity by integrating Eq. (7). The deviation between the
attractor solution and the Navier-Stokes solution is mea-
sured as the ratio of the e↵ective viscosity coe�cient in
Eq. (18) and Fig. 3. Since we can choose the power ↵

arbitrarily, these results would be useful for measuring
the bulk viscosity coe�cient ⇣[a] near the unitary limit,
or more precisely ⇣

(2).

Since our analysis neglects the high-frequency tail of
the correlation function due to the singularity of the
short-range interaction, the short-time behavior of our
results is not exact. However, the details near the ini-
tial time immediately disappear as non-hydrodynamic
modes, and the dynamics universally follow the attractor
solution for intermediate and long times. On the other
hand, the power-law drive at a power ↵ = 1/2 leads
to another universality in the short-time dynamics due
to the scale invariance (t ! �

2
t and x ! �x) of the

zero-density nonrelativistic system [53]. It will be worth-
while to explore how this short-time universality and the
intermediate- and long-time universality of the hydrody-

Fujii & Enss, 2404.12921



conclusions

• cold atom experiment can probe hydrodynamics  
beyond Navier-Stokes in real time 

• probe isotropic expansion & local dissipation  
by external drive (no moving parts!) 

• quantum transport theory  (density independent) 

• dynamical response functions in real frequency 

• far-from-equilibrium response: Keldysh (ongoing) 

• open PhD & postdoc position

τ−1 ∼ T

a2D

d

a2D

d

4

0 5 10 15
t/τ ζ0.0

0.2

0.4

0.6

0.8

1.0
c(t) - ceq(t)

numerical

attractor

ideal hydro (0th)

Navier-Stokes (1st)

2nd-order hydro

0 5 10 15
t/τ ζ0.0

0.2

0.4

0.6

0.8

1.0
c(t) - ceq(t)

numerical

attoractor

0th

1st

2nd

FIG. 2. The hydrodynamic attractor solution (blue thick
line) for the deviation of the dimensionless contact den-
sity from its equilibrium value, c(t) � ceq[a(t)] ⌘ (C(t) �
Ceq[a(t)])/(12⇡ma(t))⇥ (⌧⇣/⇣[a(t)]), as a function of t/⌧⇣ un-
der the drive with a power ↵ = 1/2. We also plot nu-
merical solutions (black thin lines) of Eq. (13) for tk/⌧⇣ =
0.1, 0.3, 0.5, . . . , 3.5 and hydrodynamic results of zeroth-order,
first-order, and second-order (orange, green, and red dashed
line, respectively) from the expansion (15). The universal at-
tractor solution corresponds to the numerical solution with
tk/⌧⇣ = 1.347 . . .

with � = 0.5772 . . . being Euler’s constant. The Borel
summation for e↵ective theories is one of the common
approaches to finding the hydrodynamic attractors [10].

Contact density.—Figure 2 plots the deviation of the
dimensionless contact density c(t) ⌘ C(t)/(12⇡ma(t)) ⇥
(⌧⇣/⇣[a(t)]) from its instantaneous value under the drive
of the scattering length with a power ↵ = 1/2. Here,
the dimensionless contact density does not depend on
the fixed parameter ã. Numerical solutions of Eq. (12)
for tk/⌧⇣ = 0.1, 0.3, . . . , 3.5 (black thin lines) remain
zero (their equilibrium values) until the start of driv-
ing at t = tk, and then take positive values as shown in
Fig. 2. Importantly, the numerical solutions converge im-
mediately to the universal attractor solution (blue thick
line) before being reduced to the hydrodynamic solutions
(dashed lines).

From the perspective of the Navier-Stokes solution,
the attractor appears to result from an e↵ective bulk
viscosity coe�cient that varies at short times before it
approaches its equilibrium value at long times. The ef-

fective bulk viscosity coe�cient ⇣(↵)e↵ [a(t)] can be defined
for t > tk by representing the hydrodynamic attractor
solution in the form of the Navier-Stokes result [12]:

⇡att(t) = 3⇣(↵)e↵ [a(t)]
↵

t
. (17)

From the explicit form of the attractor solution (14), we
find
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butions in the expansion with respect to t/⌧⇣ , analogous
to the short-time expansion of ⇡att(t) in Eq. (16).
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FIG. 3. The e↵ective, time-dependent bulk viscosity coe�-
cients reproduce the attractor solution when inserted into the
Navier-Stokes dynamics (18); shown here for di↵erent drive
exponents ↵.

Figure 3 plots the e↵ective bulk viscosity as a function
of t/⌧⇣ for various powers. Since the ratio (18) measures
the deviation of the attractor solution from the Navier-
Stokes result, it asymptotically approaches unity in the
long-time limit. The ratio has a peak for intermediate
times and is suppressed for short times. These tendencies
are generally found in the e↵ective viscosity coe�cients
defined by the hydrodynamic attractor [12].

Discussion and outlook.—In this Letter, we have pro-
posed a driving protocol of the scattering length to ob-
serve the hydrodynamic attractor in cold atoms; this pro-
tocol is given by Eq. (11) and schematically depicted in
Fig. 1. Employing the hydrodynamic equation with the
relaxation time [Eq. (9)], we have analytically found the
attractor solution and the non-hydrodynamic mode as
Eq. (13). The dynamics of the contact density in our
protocol is plotted in Fig. 2, where the solutions from dif-
ferent initial conditions converge to the attractor solution
already before the time scale where the hydrodynamics
become relevant. Similarly, one can find the dynamics of
other thermodynamic variables such as the energy den-
sity by integrating Eq. (7). The deviation between the
attractor solution and the Navier-Stokes solution is mea-
sured as the ratio of the e↵ective viscosity coe�cient in
Eq. (18) and Fig. 3. Since we can choose the power ↵

arbitrarily, these results would be useful for measuring
the bulk viscosity coe�cient ⇣[a] near the unitary limit,
or more precisely ⇣

(2).

Since our analysis neglects the high-frequency tail of
the correlation function due to the singularity of the
short-range interaction, the short-time behavior of our
results is not exact. However, the details near the ini-
tial time immediately disappear as non-hydrodynamic
modes, and the dynamics universally follow the attractor
solution for intermediate and long times. On the other
hand, the power-law drive at a power ↵ = 1/2 leads
to another universality in the short-time dynamics due
to the scale invariance (t ! �

2
t and x ! �x) of the

zero-density nonrelativistic system [53]. It will be worth-
while to explore how this short-time universality and the
intermediate- and long-time universality of the hydrody-
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(a) (b)

(c) (d)

FIG. 5. Luttinger-Ward self-energies and spectra in the BEC regime 1/kF a = 1 at T/TF = 0.26 (βµ = −3.5) slightly above Tc. (a) The
fermion self-energy "σ (p, ε) shows two branches and fermions scatter most strongly on the lower branch. (b) The fermion spectral function
Aσ (p, ε) shows a clear gap between the two branches around the Fermi level ε = 0 and has most spectral weight concentrated on the
upper branch. (c) The pair self-energy "p(q, ω) shows the two-particle scattering continuum. (d) The weighted pair spectral function
Ap(q,ω) coth(ω/2T ) = iGK

p (the pair Keldysh function) shows a strong bound-state branch separated by the binding energy Eb = 2EF from
the pair continuum, as well as a weak branch bending down.

and spin diffusivity [42,43]. As the frequency-dependent
transport coefficients depend on the slope in frequency
of a bosonic spectral function, the real-frequency solver

D
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FIG. 6. Fermionic density of states gσ (ε) vs frequency ε on the
BEC side βEb = 8 (1/kF a " 1). The DOS is strongly suppressed in
a region of width 2|µ| around the chemical potential. The DOS is
given in units of the ideal Fermi gas DOS at zero temperature, ρ0 =
g(0)

σ = mkF /2π 2.

should yield improved self-consistent predictions at both
zero and finite frequency. Finally, the Keldysh formulation
can describe genuine out-of-equilibrium dynamics where the
fluctuation-dissipation relation (10) is no longer satisfied [20],
and it will be interesting to find self-consistent solutions for
the transient evolution after a quantum quench.

Note added. Recently, two other studies appeared which
compute spectral functions in real frequency using Fourier
transforms [26] and spectral representations [44].
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