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A small historic piece: where our inspiration for 
the worm algorithm was coming from.





Homotopic expansions
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“Sign blessing” of diagrammatic Monte Carlo comes at a price…

… of the convergence problem: 

Sometimes convergence is slow, some times the series is divergent/
asymptotic, and some times convergence is there but to a wrong result.



Notorious example of the convergence problem





Source of our inspiration for homotopic expansions



Homotopic transformation

Controlled by a single parameter  .   w ∈ [0, 1]

Conceptual idea: Taylor-expand in powers of homotopic parameter  .   w

w = 0 w = 1/3 w = 2/3 w = 1



Homotopic action S(w)

A controlled way of (most broadly understood) regrouping of 
diagrammatic contributions; ultimately resulting in a convergent Taylor 
series in powers of homotopic parameter     .w

For our purposes, by the homotopy we mean an analytic transformation of a 
certain bilinear action             into a physical one,           ,  controlled by a 
single parameter    .

S(w = 0) S(w = 1)
w

Example 1.     S(w) = (1 − w) S(0)
eff + w Sphys

Example 2.     S(w) = (1 − w) S(0)
eff + w(1 − w) S(int)

eff + w Sphys



Shifted action as a simple example of homotopic action

S[Ψ]= S0[Ψ]+ gSint[Ψ]

!S[Ψ;ξ]= !S0[Ψ]+ Λ[Ψ;ξ]+ ξgSint[Ψ]

Expand in      rather  than     .ξ g

original action

shifted action

Λ =
j=1

∞

∑ ξ jΛ j[Ψ], !S0[Ψ]+ Λ[Ψ;ξ = 1]= S0[Ψ]The shift:

Bilinear functionals of  Ψ



Symmetry-broken expansions: important subclass of 
homotopic (shifted-action-type) expansions 

S[Ψ; ξ] = S0[Ψ] + (1 − ξ) S*[Ψ] + ξgSint[Ψ]

Bilinear action explicitly breaking certain 
symmetries of the original action.



Important example of successful symmetry-broken expansion

arXiv:2103.12038



Standard routine:  shifted action + conformal map

(When shifted action does not yet yield convergence)



7 = 3+ 2+1+ 1
2 + 1

4 + 1
8 +…

g(w = 1) = 7

Adding interactions by appropriately small pieces

g(w) = 3w+ 2w2 + w3 + 1
2 w

4 + 1
4 w

5 + 1
8 w

6 +…

= 3w + 4w2

2− w
equivalence with a conformal map

g = 7Let us take               .

no large terms

Quite physical and very illustrative of the general idea of homotopic expansion

Conformal map as a homotopy



Proof-of-principle simulation for the Hubbard model

efficiency gain

inverse relative error

T = 0.2, U = 7, µ = 0.18959, α = 2.5568

H = − aσ i
+

<ij>,σ =↑,↓
∑ aσ j + ξU n↑i

i
∑ n↓i − (µ +αξ ) (n↑i

i
∑ + n↓i ), nσ i = aσ i

+ aσ i

density

inverse order of expansion

ξ(w) = 12w
7(1− w)2

conformal map:



Further ideas



Ultraviolet regularization. Option 1

Along the shifted-action lines (cf. the symmetry-breaking-restoring trick)

ε(k) → ε(k) + α (1− w)k 4 modified dispersion

The quartic term prevents a fermionic system from Dyson-collapsing 
into dense droplets.



Ultraviolet regularization. Option 2

Adding interaction by momentum dependent pieces

Split interaction into momentum shells: Sint = Sint
( j )

j=1

∞

∑

Introduce homotopic action: Sint (w) = w j Sint
( j )

j=1

∞

∑ , Sint (w = 1) = Sint

Let characteristic momentum of the j-th shell increase with j.

In the case of fermions, a finite convergent radius of the homotopic expansion is 
guaranteed by the Pauli principle, preventing the system from Dyson’s collapse. 

Convergence at    is then achieved by conformal map.w = 1



w(1− w)Sind

Effective action describing induced interactions and/or 
emergent degrees of freedom. The contribution of this term 
to the total action vanishes at     and    .w → 0 w → 1

Homotopic tools for introducing induced interactions and/or 
emergent degrees of freedom 



In conclusion, key questions for future developments

• How to properly group the diagrams? 

• How to optimize the choice of homotopic action (both qualitatively and 
quantitatively)? 

• In particular, how to optimize marginal convergence at             ?      w→1


