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Figure 2: Untwisted Action

Figure 3: Untwisted Action again

Figure 4: Twisted Action
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Figure 10.2: Integration of SA curves (in red) starting from U0 as well as from a gauge-transformed config-
uration UG

0
, both belonging to the critical manifold M0 (in black). The thimble is pictorially represented

with a bowl emanating from M0. The gauge transformation G connecting U(t) and UG(t) is shown in green.
The same gauge transformation connects U0 and UG

0
in the critical manifold M0.

the nG Takagi vectors of H(S;U0) with zero Takagi value62 and N+

U0
M0 spanned by the n+ Takagi vectors

of H(S;U0) with positive Takagi value. The number of such vectors is n+ = n� nG, with n = V d(N2 � 1)
the total number of degrees of freedom and nG = V (N2 � 1) the number of gauge degrees of freedom, which
means that n+ = V (d � 1)(N2 � 1). We can easily compute the Takagi vectors {vG(i)} spanning TUG

0
J0

given the Takagi vectors {v(i)} spanning TU0J0. Consider a couple of configurations U(t0) and UG(t0) with
|ci| ⌧ 1, so that they are close to M0, that is63
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The previous considerations lead to setting UG
µ̂ (n; t0) = G(n)Uµ̂(n; t0)G†(n+ µ̂), which imply

62Directions tangent to M0 at U0 represent infinitesimal gauge transformations around U0.
63We generically take |ci| ⌧ 1 in order not to leave TUJ0 while leaving the critical point U . This condition is automatically

ensured for directions corresponding to �i > 0: for these directions ci = nie�it0 with t0 ! �1, so that we can safely take
ni = O(1). For directions corresponding to �i = 0, however, the coefficients ci have to be taken small explicitly.
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?   ?   ?

SIGN PROBLEM for finite density Lattice QCD:

we miss a properly defined (positive) measure in the path integral! … no MC simulation


(… but everything is fine on the imaginary axis)
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2. Sign problem

The sign problem is a necessary evil, unavoidable as soon as one integrates out the fermion
fields and expresses the partition function in terms of the gauge fields. Analytic integration over
each fermion species gives a factor det(D/ +m+µγ0), where D/ is the massless Dirac operator and
the last term appears when the chemical potential µ is non-zero. Now, D/ satisfies γ5-hermiticity:
γ5D/γ5 = D/†, so that

γ5(D/ +m+µγ0)γ5 =D/†+m−µγ0 = (D/ +m−µ∗γ0)
† (2.1)

Taking the determinant on both sides gives det(D/ +m+ µγ0) = det∗(D/ +m− µ∗γ0), which con-
strains the determinant to be real only if µ is zero or pure imaginary. In such case, an even number
of degenerate flavors (same m, same µ) yields a non-negative factor in the integration measure over
the gauge fields, and standard Monte Carlo techniques apply. The same is true for pairs of flavors
with opposite, real µ , i.e. isospin chemical potential.

In the general case, the determinant may be complex, and in fact it must be complex to produce
the expected physics. This can be seen by considering the free energy of a static color charge
or anti-charge, respectively related to the expectation value of the Polyakov loop or its adjoint.
Denoting by dϖ the integration measure which includes the determinant, one sees that

〈Tr Polyakov 〉 = exp(− 1
T Fq) =

∫

Re(Polyakov)×Re(dϖ)−Im(Polyakov)× Im(dϖ) (2.2)
〈Tr Polyakov∗〉 = exp(− 1

T Fq̄) =
∫

Re(Polyakov)×Re(dϖ)+Im(Polyakov)× Im(dϖ) (2.3)

Different free energies Fq and Fq̄, as happens when a chemical potential favors charge over anti-
charge, can only be obtained if Im(dϖ) &= 0, i.e. with a complex measure1.

A corollary of the above statement is that any Monte Carlo ensemble (which is sampled using
a real non-negative measure) has average baryon number zero (or pure imaginary). So the direct
sampling of a finite-density ensemble is not possible. Three main approaches have been pursued to-
wards circumventing this difficulty: reweighting, Taylor expansion and analytic continuation from
imaginary µ . I will review them in succession, emphasizing their application to the determination
of the pseudo-critical temperature Tc(µ) and of the QCD critical point.

3. Reweighting

3.1 General results

Let me first illustrate the problem in a toy model. Consider the “partition function” Z(λ ) ≡
∫ +∞
−∞ dxexp(−x2+ iλx). Since Z(λ ) is real, we can focus on the real part of the integrand, shown
Fig. 2. While the important values of x are clearly near zero when λ = 0, this is no longer true when
λ &= 0. Large cancellations take place, and integration far into the tail of the distribution is needed to
obtain the analytic result Z(λ )/Z(0)=exp(−λ 2/4). The size of the “important” integration region
is governed by λ , not by the width of the λ = 0 Gaussian. The situation is similar in QCD, where

1In the SU(2),Nf = 2 case, the square of the determinant remains real positive even when µ &= 0. But the baryonic
chemical potential can be turned into an isospin chemical potential by a redefinition of the quark fields.
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Mainly two working solutions:


• Compute Taylor expansions at              


• Compute on the imaginary axis                


The two solutions are obviously related … and 
both imply (strictly speaking) an ANALYTIC 
CONTINUATION
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Abstract

Thimble regularisation is a possible solution to the sign problem, which is evaded

by formulating quantum field theories on manifolds where the imaginary part of the

action stays constant (Lefschetz thimbles). A major obstacle is due to the fact that one

in general needs to collect contributions coming from more than one thimble. Here we

explore the idea of performing Taylor expansions on Lefschetz thimbles. We show that

in some cases we can compute expansions in regions where only the dominant thimble

contributes to the result in such a way that these (di↵erent, disjoint) regions can be

bridged. This can most e↵ectively be done via Padé approximants. In this way multi-

thimble simulations can be circumvented. The approach can be trusted provided we

can show that the analytic continuation we are performing is a legitimate one, which

thing we can indeed show. We briefly discuss two prototypal computations, for which

we obtained a very good control on the analytical structure (and singularities) of the

results. All in all, the main strategy that we adopt is supposed to be valuable not only

in the thimble approach, which thing we finally discuss.

1 Formulas...

µB = 0
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There are tensions in between differente results for Taylor coefficients in the literature…
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- An invitation (1. sign problem…)


- An invitation (2. analytic continuation from multi-point Padé)


- The sign problem as an inverse problem …


- … and something more on other inverse problems …


- WORK IN PROGRESS!



Until a few moths ago, if you had asked me about analytic continuation, I would have told you a few words on multi-point PADÈ



Suppose you know the values of a function (and of its derivatives) at a number of points

. . . , f(zk) , f
0(zk) , . . . , f

(s�1)(zk) , . . . k = 1 . . . N

If you want to approximate the function with a rational function

Rm
n (z) =

Pm(z)

Q̃n(z)
=

Pm(z)

1 +Qn(z)
=

mP
i=0

ai zi

1 +
nP

j=1
bj zj

the obvious requirement is that 

Rm (j)
n (zk) = f (j)(zk) k = 1 . . . N, j = 0 . . . s� 1
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This is the starting point for a multi-point Padè approximation: solve the linear system
. . .

Pm(zk)� f(zk)Qn(zk) = f(zk)

P 0
m(zk)� f 0(zk)Qn(zk)� f(zk)Q

0
n(zk) = f 0(zk)

. . .
from which we want to get the unknown

{ai | i = 0 . . .m} {bj | j = 1 . . . n} n+m+ 1 = N s

Until a few moths ago, if you had asked me about analytic continuation, I would have told you a few words on multi-point PADÈ



Any useful …?

Yes! LATTICE QCD at IMAGINARY values of the baryonic chemical potential

Contribution to understanding the phase structure of strong interaction
matter: Lee-Yang edge singularities from lattice QCD
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We present a calculation of the net baryon number density as a function of imaginary baryon number
chemical potential, obtained with highly improved staggered quarks at temporal lattice extent of Nτ ¼ 4, 6.
We construct various rational function approximations of the lattice data and discuss how poles in the
complex plane can be determined from them. We compare our results of the singularities in the chemical
potential plane to the theoretically expected positions of the Lee-Yang edge singularity in the vicinity of the
Roberge-Weiss and chiral phase transitions. We find a temperature scaling that is in accordance with the
expected power law behavior.

DOI: 10.1103/PhysRevD.105.034513

I. INTRODUCTION

The phase diagram of quantum chromodynamics (QCD)
belongs to the most pressing open issues in high energy
physics. With large scale experimental programs at RHIC
and LHC, the phase diagram is scanned for hints of a
critical point or a first order phase transition. In addition,
many ab initio calculations of lattice QCD are performed to
infer on the QCD phase diagram.
Unfortunately, the notorious sign problem hampers

numerical studies of the QCD phase diagram. At vanishing
baryon chemical potential (μB ≡ 0), lattice QCD calcula-
tions rely onMonte Carlo methods for an efficient sampling
of the QCD partition sum. At nonvanishing baryon chemi-
cal potentials (μB > 0), standard Monte Carlo methods
cease working as the fermion determinant becomes genu-
inely complex. Hence, the kernel of the QCD partition sum
is strongly oscillating with increasing lattice volumes.
Over the last decades, manymethods have been developed

which potentially circumvent or solve theQCDsign problem.
These methods include reweighting [1,2], Taylor expansions
[3–5], analytic continuation from purely imaginary chemical
potentials [6,7], canonical partition functions [8,9], strong
coupling/dual methods [10–13], the density of states method
[14–16], and complex Langevin dynamics [17–20]. Related

to the latter is also the Lefschetz thimble method [21–23],
which is based on a deformation of the integration manifold
into complex field space. Recent developments are reviewed,
e.g., in [24–26]. However, all these methods face severe
limitations that restrict their applicability toward the thermo-
dynamic and/or continuum limits.
With this study, we systematically investigate singularities

of the grand canonical potential in the complex chemical
potential plane, which we identify from an (analytically
continued) rational approximation of lattice data obtained at
purely imaginary chemical potentials. The rational approxi-
mation of the net baryon number density is done in
consistency with the second, third, and fourth order cumu-
lants of the baryon number density. In this sense, our method
could be seen as a combination of the Taylor expansion
approach and the imaginary chemical potential method. The
position of those singularities provides very valuable infor-
mation on the QCD phase diagram. We find that they are in
agreement with the critical scaling of the Lee-Yang edge
singularities in the vicinity of the Roberge-Weiss transition
and the chiral transition. We also discuss the scaling of the
Lee-Yang edge singularity in the vicinity of a hypothetical
critical end point. Finally, we point out that the position of the
singularities can be used to estimate the radius of conver-
gence of any analytic expansion and to extract nonuniversal
parameters that map QCD to the universal scaling function.
Among the latter might also be the position of the QCD
critical end point, which was demonstrated recently in the
case of the Gross-Neveu model [27]. Genuine Lee-Yang
zeros have been recently also studied in other works [28,29].
This paper is organized as follows. In Sec. II, we

introduce the scaling theory of the Lee-Yang edge

*simran.singh@unipr.it
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such scaling fits also to lattice QCD data, which is however
currently beyond the scope of this exploratory study.

D. Thermal singularities

The Lee-Yang edge singularities are not the only singu-
larities in the complexμB=T plane.At temperatures above the
QCD crossover (T > Tpc), we expect that quasifree quarks
are the relevant degrees of freedom in the system. Quarks are
distributed according to the Fermi-Dirac distribution
fpðT; μÞ ¼ 1=ðexp ðεp − μÞ=T þ 1Þ. The singularities of
this function are located at %iπT % εp. In particular, the
singularities which are closest to the origin are located at
%iπT % ϵ0, where ε0 ¼ m is the restmass of the particle. The
thermal singularities of quasifree quarks are modified by
residual interactions as long as we are not considering the
Stefan-Boltzmann limit (T → ∞). We expect that to leading
order these modifications are expressed through a substan-
tially larger thermal mass m̃ðTÞ ≫ m.
The analytic structure of the Fermi-Dirac distribution

function interferes with the scaling of the Lee-Yang edge
singularity of the Roberge-Weiss transition, as given in
Eqs. (4) and (5). It is a priori not clear which type of
singularities are closer to the origin/imaginary axis and can
thus be found by a Padé/rational approximation of the data.
As a result of this study, we find that the leading singularities
at Im½μB=T' ¼ %π follow the RW scaling, see Sec. VA.

III. LATTICE SETUP AND OBSERVABLES

The partition function of a (2þ 1)-flavor of highly
improved staggered quarks (HISQ) [50] with imaginary
chemical potential can be written as

Z ¼
Z

DU det½Mðml; iμIlÞ'2=4

× det½Mðms; iμIsÞ'1=4e−SGðUÞ; ð12Þ

where Mðm; iμIÞ represents the fermion matrix of a HISQ
flavor with mass m and chemical potential μ ¼ iμI . The
first determinant represents the two degenerate light flavors
(up and down quarks). For the gauge part SGðUÞ, we are
using the Symanzik improved Wilson action, which is
correct to Oða2Þ in the lattice spacing. For the gauge field
generation, we were using the SIMULATeQCD package
[51] with and implementation of the rational hybrid
Monte Carlo algorithm (RHMC) [52]. The lattice bare
parameters are used from various publications of HotQCD.
The lattice bare quark masses are varied with the lattice
coupling such that for each coupling physical meson
masses are obtained; i.e., we stay on the line of constant
physics (LCP). Here, we make use of the parametrization of
the LCP (for the physical value of the pion mass,
ml=m

phys
s ¼ 1=27) obtained and refined in previous works

[53–55]. The same holds true for the scale setting, where

we used the parametrization of the β function based on the
kaon decay constant. For simplicity, we fix the ratio of the
explored chemical potential in this study to μl=μs ¼ 1.
The observables we calculate are the cumulants of the net

baryon number density, given as

χBn ðT;V;μBÞ¼
! ∂
∂μ̂B

"
n lnZðT;V;μl;μsÞ

VT3

¼
!
1

3

∂
∂μ̂lþ

1

3

∂
∂μ̂s

"
n lnZðT;V;μl;μsÞ

VT3
; ð13Þ

with μ̂X ¼ μX=T, X ¼ B, l, s. Note that the normalization is
done with appropriate powers of the temperature, such that
the observables are dimensionless. The derivatives generate
traces of the type Tr½ðM−1∂M=∂μXÞn', which we evaluate
with the random noise method, using Oð500Þ random
vectors. For more details on the required traces and the
method of evaluation, see, e.g., [3].
For obvious reasons (sign problem), we perform our

calculations at purely imaginary baryon chemical potential
iμ̂IB, with μ̂IB ∈ R. Exploiting all symmetries, we restrict
values for μ̂IB to half the period, i.e., μ̂IB ∈ ½0; π'. The
symmetries of the partition function generate specific
properties of the observables χBn . At imaginary chemical
potential, they are imaginary and odd functions of μ̂IB for
odd n and real and even functions of μ̂IB for even n. These
properties have been verified by us and can be seen from
Fig. 2, where we show results for the first three cumulants.

FIG. 2. Cumulants of the net baryon number fluctuations as a
function of a purely imaginary chemical potential, for three
different temperatures, obtained on 243 × 4 lattices. Shown are
Im[χB1 ] (top), Re½χB2 ' (middle), and Im[χB3 ]. Data points are
connected by dashed lines to guide the eye.
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… where we computed and “multi-point Padè approximated”

So, we want to approximate a function with a rational function
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Until a few moths ago, if you had asked me about analytic continuation, I would have told you a few words on multi-point PADÈ



Any useful …?

Yes! LATTICE QCD at IMAGINARY values of the baryonic chemical potential

… a natural analytic continuation to real chemical potential!

… and not only that: singularities!

3

0 1 2 3 4 5 6
Re[µLYE/T ]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Im
[µ

L
Y

E
/T

] T = 166.6 MeV

T = 157.5 MeV

T = 145.0 MeV

T = 136.1 MeV

T = 120.0 MeV

FIG. 3. Singularities at T = 166.6, 157.5, 145.0, 136.1 and
120.0 MeV. The dashed line lies at µ̂B = i⇡.

number of gauge configurations as compared to the other
points (see Table I). The solid grey line in Fig. 3 stems
from the fit described below. We note that for T > 170
MeV, the poles accumulate on the dashed line in Fig. 3
and follow a scaling associated with the Roberge-Weiss
transition in QCD [15, 26, 27].

Estimation of CEP location.—The QCD CEP is ex-
pected to belong to the 3-d, Z(2) universality class.
The mapping from the control parameters T and µB to
the temperature-like and magnetization-like scaling di-
rections t and h of the Ising model is not known. We
thus adopt a frequently used linear ansatz for the map-
ping [28–31],

t = At�T +Bt�µB ,

h = Ah�T +Bh�µB ,
(3)

with �T ⌘ T �T
CEP, �µB ⌘ µB �µ

CEP
B , and constants

Ai, Bi. For the extrapolation of the poles to the real axis,
we would like to follow the path of the LYE. Expressed
in terms of the scaling variable z ⌘ t/|h|

1/��, it has a
constant position [17]

zLYE = |zLYE| e
i⇡/2��

. (4)

Here �,� are the well known critical exponents of the 3-d,
Z(2) universality class; we use the values � = 0.326419,
� = 4.78984 [32]. For a discussion of the universal con-
stant |zLYE| see [33–36]. Plugging eq. (3) into eq. (4)
then implies that µLYE should scale [37] as

ReµLYE = µ
CEP
B + c1�T + c2�T

2 +O(�T
3)

ImµLYE = c3�T
��
,

(5)

where the coe�cients ci are functions of the mixing pa-
rameters Aj , Bj . In particular we have c1 = Ah/Bh,

200

400

600

800 Re µLYE [MeV] HotQCD [4,4]
BiPar Multi

80 90 100 110 120 130 140 150 160 170
0

100

200

300

400

T [MeV]

Im µLYE [MeV] HotQCD [4,4]
BiPar Multi

FIG. 4. Scaling fits for the LYE singularities related to the
CEP. Green data come from a [4,4] Padé from Ref. [7]. Blue
data come from the multi-point Padé. Top: Scaling of the
real part. Bottom: Scaling of the imaginary part. The ellipses
shown in the top panel represent the 68% confidence region
deduced from the covariance matrix of the fit. The orange
box indicates the AIC weighted estimate (6).

which denotes the slope of the transition line at the CEP
in the (T ,µB)-diagram. Note that the presence of the
coe�cient c2 goes beyond the linear ansatz of eq. (3) but
seems important to extrapolate our current data.
We use eq. (5) to simultaneously fit the real and imag-

inary parts of our singularities. In total the fit has 5
parameters, µ

CEP
B , T

CEP, c1, c2, and c3. We checked
that separate fits to real and imaginary parts give very
similar results with slightly reduced errors.

Results for the CEP.—We perform O(105) di↵erent fits
by varying the rational approximation for each tempera-
ture, based on di↵erent intervals and bootstrapping over
the data. The results for the coordinates of the CEP
are presented in Fig. 1 as a histogram, weighted with
(right) and without (left) the Akaike information crite-
rion (AIC). The median and the 68% confidence interval
is estimated and presented in Fig. 1 by star symbols and
error bars. In the AIC-weighted case we find

(TCEP
, µ

CEP
B ) = (105+8

�18, 422
+80
�35) MeV , (6)

where the errors are statistical errors only. The plus sym-
bols represent the arithmetic mean. Also plotted in Fig. 1
as a blue, dashed line is the crossover temperature. It
is interesting to note that the histograms indicate two
branches in the tails of the distribution. Whether these
branches contain further information on the QCD phase
diagram, e.g. on binodal or spinodal lines, will be inter-
esting to discuss in future publications.

In order to compare the N⌧ = 6 results from imag-
inary chemical potential calculations with the eighth-
order Taylor expansion results from N⌧ = 8 [7], the fit

In the following we will play with a few Bielefeld Parma Collaboration data

2+1 HISQ at physical quarks mass, at fixed cutoff  (                )N⌧ = 6
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Thimble regularisation is a possible solution to the sign problem, which is evaded

by formulating quantum field theories on manifolds where the imaginary part of the

action stays constant (Lefschetz thimbles). A major obstacle is due to the fact that one

in general needs to collect contributions coming from more than one thimble. Here we

explore the idea of performing Taylor expansions on Lefschetz thimbles. We show that

in some cases we can compute expansions in regions where only the dominant thimble

contributes to the result in such a way that these (di↵erent, disjoint) regions can be

bridged. This can most e↵ectively be done via Padé approximants. In this way multi-

thimble simulations can be circumvented. The approach can be trusted provided we

can show that the analytic continuation we are performing is a legitimate one, which

thing we can indeed show. We briefly discuss two prototypal computations, for which

we obtained a very good control on the analytical structure (and singularities) of the

results. All in all, the main strategy that we adopt is supposed to be valuable not only

in the thimble approach, which thing we finally discuss.
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Using high statistics datasets generated in (2þ 1)-flavor QCD calculations at finite temperature, we
present results for low-order cumulants of net-baryon-number fluctuations at nonzero values of the baryon
chemical potential. We calculate Taylor expansions for the pressure (zeroth-order cumulant), the net-
baryon-number density (first-order cumulant), and the variance of the distribution on net-baryon-number
fluctuations (second-order cumulant). We obtain series expansions from an eighth-order expansion of the
pressure and compare these to diagonal Padé approximants. This allows us to estimate the range of values
for the baryon chemical potential in which these expansions are reliable. We find μB=T ≤ 2.5, 2.0, and 1.5
for the zeroth-, first-, and second-order cumulants, respectively. We, furthermore, construct estimators for
the radius of convergence of the Taylor series of the pressure. In the vicinity of the pseudocritical
temperature Tpc ≃ 156.5 MeV, we find μB=T ≳ 2.9 at vanishing strangeness chemical potential and
somewhat larger values for strangeness neutral matter. These estimates are temperature dependent and
range from μB=T ≳ 2.2 at T ¼ 135 MeV to μB=T ≳ 3.2 at T ¼ 165 MeV. The estimated radius of
convergences is the same for any higher-order cumulant.
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I. INTRODUCTION

While we gained a lot of information on the thermody-
namics of strong interaction matter through numerical
calculations in the framework of lattice regularized quan-
tum chromodynamics (QCD) at finite temperature, the
extension to nonvanishing values of conserved charge
densities, i.e., net baryon number (B), electric charge
(Q), and strangeness (S), is difficult due to the lack of
appropriate numerical techniques. The currently most
actively pursued approaches to QCD at nonzero temper-
ature and nonzero conserved charge densities are based on
the application of Taylor series expansions in terms of
conserved charge chemical potentials, μ⃗ ¼ ðμB; μQ; μSÞ
[1,2], or direct simulations at nonzero imaginary chemical
potentials [3,4] (for recent reviews, see, e.g., [5–7]).
While the former approach has to deal with the range of
validity of series expansions arising from a finite radius of

convergence of such expansions and truncation errors
arising from the limited knowledge on the number of
expansion parameters [8], the latter requires analytic con-
tinuation to physical, real values of the chemical potential
and, thus, is limited by the Ansatz used for analytic
continuation of thermodynamic observables [9,10], which
in practice also is limited by the statistical accuracy with
which parameters of such an analytic continuation can be
constrained.
Recently, much effort has been put into a better under-

standing of the analytic structure of the QCD partition
function as a function of complex-valued chemical poten-
tials. This is important for our ability to generate suitable
Ansätze for the analytic continuation of calculations per-
formed with imaginary values of the chemical potentials as
well as for choosing appropriate resummation schemes that
allow us to extend results obtained in Taylor series beyond
the radius of convergence of such expansions. Poles of the
logarithm of the QCD partition function in the complex
chemical potential plane might be of simple thermal
origin, arising, e.g., from the analytic structure of Fermi
or Bose distribution functions [11], or stem from universal
critical behavior, known as Lee-Yang and Lee-Yang edge
singularities [12–15]. Studies of Lee-Yang zeros and
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…so, let’s look at analytic continuation of our PADÈ approximant
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… aka How to trade a difficult problem for another (even more?) difficult one …
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One simple way of thinking of it is that you can perfectly know such functions from an apparently limited amount of information.
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In this note we study (a) the Gauss-Legendre quadrature method applied on the Cauchy Integral
formula and on the theorem of residues; (b) the inverse Cauchy problem aiming at the implementation
of numerical analytical continuation; (c) the two previous problems which under the light of a
modified Cauchy Integral formula are suitable for the implementation of di↵erent types of quadrature;
(d) a modified version of the Cauchy Integral formula with the help of which we show that it is
possible in case of an analytical function to get its values at points that stand beyond the contour
integral, as long as both the contour and the points of interest belong entirely to a simply connected
domain of analyticity of the function. In the Appendix we discuss the possibility of implementing a
generic type of quadrature to attack the inverse Cauchy problem.

1. Gauss-Legendre quadrature method implemented on the

Cauchy Integral formula

A fundamental theorem in complex analysis states that: if a function f(z), defined in a domain D

of the complex plane, is analytic everywhere within and on a simple closed contour C, taken in the
positive sense, and if z0 is any point interior to C (see Fig. 1), then the following equation holds:

f(z0) =
1

2⇡i

I

C

f(z)

z � z0
dz . (1)

Eq. (1) is the well known Cauchy Integral formula and says that for an analytic function f on a
contour C and in its interior, all values of f inside C are entirely determined by its values on the
contour.

If for the contour C we assume a circle of radius R centered in z = 0, the Cauchy Integral
formula can be equivalently written in the form

f(z0) =
1
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f(Re
i✓)Re
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Rei✓ � z0
d✓ , (2)

where now the Cauchy Integral formula has been translated onto the real axis. The integral on the
(rhs) of Eq. (2) can be computed numerically with the use of some quadrature method. Being the
weight function a constant, the Legendre-Gauss quadratute is the appropriate method to employ.
Let us remind that for some function g(⇠) the standard formula for the Legendre-Gauss quadrature
takes the form [1]:

Z 1

�1
g(⇠) d⇠ =

nX

k=1

Hk g(⇠k) + E , (3)
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CAUCHY FORMULA

If you know the function on the contour, you can compute it at any point inside… sounds good!

What does ANALYTICITY mean? … (analytic functions aka olomorphic…)
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CAUCHY FORMULA

If you know the function on the contour, you can compute it at any point inside… sounds good!

… at any point, including the (only) ones we can compute (on the imaginary axis) in our case… 

What does ANALYTICITY mean? … (analytic functions aka olomorphic…)
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Figure 1: See the Cauchy Integral formula, Eq. (1).

where ⇠k is the kth root of the nth Legendre polynomial Px(⇠); the weights Hk are defined by

Hk =
2

nPn�1(⇠k)P 0
n
(⇠k)

, (4)

and the error E is given by

E =
22n+1 (n!)4

(2n+ 1)
⇥
(2n)!

⇤3 g
(2n)(⇠0) , (5)

where the (2n)th derivative of the function is computed at some point ⇠0 2 (�1, 1).
For arbitrary finite integration interval [a, b] we make use of the transformation

x =
b+ a

2
+

b� a

2
⇠ , (6)

so that
Z

b

a

g(x) dx =
b� a

2

Z 1

�1
g(⇠) d⇠ . (7)

The quadrature nodes (i.e., the shifted zeros of the Legendre polynomial) become

xk =
b+ a

2
+

b� a

2
⇠k , (8)

and the quadrature formula for the integral of the (lhs) of Eq. (7) is now given by (here for simplicity
we do not write the error)

Z
b

a

g(x) dx '
nX

k=1

wk g(xk) , (9)

where wk = [(b� a)/2]Hk and the shifted zeros xk are written in Eq. (8).
We can directly apply Eq. (9) to the integral of the (rhs) of Eq. (2); by setting a = 0 and b = 2⇡,

we get

f(z0) =
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Rei✓ � z0
d✓ ' 1
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f(Re
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i✓k

Rei✓k � z0
, (10)

2

With your favourite  QUADRATURE method … you can go numeric! 

with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
quadrature nodes (and R = 1). Moreover, we are able to verify numerically that for the Laurent
coe�cient C�1 we get

C�1 =
1

2⇡i

I

C

f(z) dz =
1

2⇡i

I

C

sin(z) dz =

=
1

2⇡

Z 2⇡

0
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i✓)Re
i✓
d✓ ' 1

2⇡

nX

k=1

wk f(Re
i✓k)Re

i✓k ' O(10�15) , (11)

i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
the points zi we can apply the Legendre-Gauss quadrature formula of Eq. (10) and write:

yi =
1

2⇡

nX

k=1

wk

Re
i✓k

Rei✓k � zi
f̂k , i = 1, 2, . . . , n , (12)

where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.

3

De facto, you would like to think of Legendre quadrature 
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Figure 1: See the Cauchy Integral formula, Eq. (1).
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
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shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
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a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
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… and then you are ready for your (BRAVE) INVERSE PROBLEM!

De facto, you would like to think of Legendre quadrature 
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Figure 1: See the Cauchy Integral formula, Eq. (1).
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.
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on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
the points zi we can apply the Legendre-Gauss quadrature formula of Eq. (10) and write:
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.
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… and then you are ready for your (BRAVE) INVERSE PROBLEM!

2.1 Numerical experiments of the inverse Cauchy problem

We have performed several numerical experiments of the inverse Cauchy problem using data that
are produced from known functions with the aim to compare the exact function values with those
we get from the analytical continuation procedure. From the numerical point of view the inverse
Cauchy problem consists in resolving the matrix equation

Ax = b , x = A
�1 b, (13)

with A a n⇥ n matrix with elements

Aik =
1

2⇡
wk

Re
i✓k

Rei✓k � zi
(14)

The value for the radius R is fixed, ✓k are the shifted zeros of the nth Legendre polynomial and zi

are the points on the complex plane for which the input data set is initially available, namely the
set {yi} , i = 1, 2, . . . , n. The latter is represented by the vector b. Finally, x denotes the vector
solution we are seeking which stands for the set of {f̂k}, (k = 1, 2, . . . , n) of Eq. (12).

Figure 2: Comparison between analytically continued results obtained from the study of the inverse
Cauchy problem and the exact curve for the function f(x) = sinx, x 2 R. The input data has been
assumed on the imaginary axis.

Our main conclusions follow:

1. The condition number of the matrix A tends to be high even using a modest number n of
input data.

2. As a consequence of 1. the values of the (unknown) function at the quadrature points, which
are the various components of the vector solution {f̂k}, (k = 1, 2, . . . , n), di↵er from the true
values of the function at the respective points. Therefore, it seems that this way of analytical
continuation is not quite promising.
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.
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2. The inverse Cauchy problem
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the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
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Figure 1: See the Cauchy Integral formula, Eq. (1).

where ⇠k is the kth root of the nth Legendre polynomial Px(⇠); the weights Hk are defined by
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where the (2n)th derivative of the function is computed at some point ⇠0 2 (�1, 1).
For arbitrary finite integration interval [a, b] we make use of the transformation
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The quadrature nodes (i.e., the shifted zeros of the Legendre polynomial) become
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and the quadrature formula for the integral of the (lhs) of Eq. (7) is now given by (here for simplicity
we do not write the error)

Z
b

a

g(x) dx '
nX

k=1

wk g(xk) , (9)

where wk = [(b� a)/2]Hk and the shifted zeros xk are written in Eq. (8).
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With your favourite  QUADRATURE method … you can go numeric! 

with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
quadrature nodes (and R = 1). Moreover, we are able to verify numerically that for the Laurent
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C�1 =
1

2⇡i

I

C

f(z) dz =
1

2⇡i

I

C

sin(z) dz =

=
1

2⇡

Z 2⇡

0
f(Re

i✓)Re
i✓
d✓ ' 1

2⇡

nX

k=1

wk f(Re
i✓k)Re

i✓k ' O(10�15) , (11)

i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
the points zi we can apply the Legendre-Gauss quadrature formula of Eq. (10) and write:
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1
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.
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… and when you have solved your (BRAVE) INVERSE PROBLEM(!) …

2.1 Numerical experiments of the inverse Cauchy problem

We have performed several numerical experiments of the inverse Cauchy problem using data that
are produced from known functions with the aim to compare the exact function values with those
we get from the analytical continuation procedure. From the numerical point of view the inverse
Cauchy problem consists in resolving the matrix equation

Ax = b , x = A
�1 b, (13)

with A a n⇥ n matrix with elements

Aik =
1

2⇡
wk

Re
i✓k

Rei✓k � zi
(14)

The value for the radius R is fixed, ✓k are the shifted zeros of the nth Legendre polynomial and zi

are the points on the complex plane for which the input data set is initially available, namely the
set {yi} , i = 1, 2, . . . , n. The latter is represented by the vector b. Finally, x denotes the vector
solution we are seeking which stands for the set of {f̂k}, (k = 1, 2, . . . , n) of Eq. (12).

Figure 2: Comparison between analytically continued results obtained from the study of the inverse
Cauchy problem and the exact curve for the function f(x) = sinx, x 2 R. The input data has been
assumed on the imaginary axis.

Our main conclusions follow:

1. The condition number of the matrix A tends to be high even using a modest number n of
input data.

2. As a consequence of 1. the values of the (unknown) function at the quadrature points, which
are the various components of the vector solution {f̂k}, (k = 1, 2, . . . , n), di↵er from the true
values of the function at the respective points. Therefore, it seems that this way of analytical
continuation is not quite promising.
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
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 Once you have the values on the contour, you can compute on the REAL AXIS!  ( o o o o o o )
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Figure 1: See the Cauchy Integral formula, Eq. (1).
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where the (2n)th derivative of the function is computed at some point ⇠0 2 (�1, 1).
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
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shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
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2.1 Numerical experiments of the inverse Cauchy problem

We have performed several numerical experiments of the inverse Cauchy problem using data that
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
quadrature nodes (and R = 1). Moreover, we are able to verify numerically that for the Laurent
coe�cient C�1 we get
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
the points zi we can apply the Legendre-Gauss quadrature formula of Eq. (10) and write:

yi =
1
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f̂k , i = 1, 2, . . . , n , (12)

where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.
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Figure 1: See the Cauchy Integral formula, Eq. (1).
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.
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set {yi} , i = 1, 2, . . . , n. The latter is represented by the vector b. Finally, x denotes the vector
solution we are seeking which stands for the set of {f̂k}, (k = 1, 2, . . . , n) of Eq. (12).

Figure 2: Comparison between analytically continued results obtained from the study of the inverse
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
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very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
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Can we hope it could work? … are we afraid it should not?  … and it could(?)/should(?) not for a combination of


(a) bad condition number of the linear system

(b) the quadrature formula being NOT exact

Much care is needed … and so we will perform some tests…
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Figure 1: See the Cauchy Integral formula, Eq. (1).
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with wk = ⇡Hk and ✓k = ⇡ (1 + ⇠k), k = 1, 2, . . . , n. Eq. (10) provides the set up for the numerical
determination of the Cauchy Integral formula through the Legendre-Gauss quadrature. From
several numerical exercises that we performed provide the indication that Eq. (10) works in practice
very well. For instance, if we consider the function f(z) = sin(z) we notice that the numerical
di↵erences between the estimated values obtained from the Legendre-Gauss quadrature and the
respective true values of the function are of the order, at least, of O(10�8), by using n = 40 , 50
quadrature nodes (and R = 1). Moreover, we are able to verify numerically that for the Laurent
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.

2. The inverse Cauchy problem

One of the interesting features of the Cauchy Integral formula is that the function f(z) appears
both in the left and the right hand side of the formula. Actually, this feature in combination with
the implementation of the Legendre-Gauss quadrature can provide a new way of achieving an
analytical continuation of the function f(z). This is accomplished by numerically resolving what
we will call as the inverse Cauchy problem.

Imagine that we are given a finite set of values {yi} , (i = 1, 2, . . . , n) that can be the values that
some function f(z) of unknown form takes at a respective set of points, namely {zi} (i = 1, 2, . . . , n),
on the complex z-plane. Let us assume for the moment that the (unknown) function f(z) is
analytical on and inside a circle that is centered in the origin and has radius R. Then for each of
the points zi we can apply the Legendre-Gauss quadrature formula of Eq. (10) and write:
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where, we remind the reader that, wk = ⇡Hk are the shifted weights and ✓k = ⇡ (1 + ⇠k) are the
shifted zeros of the nth Legendre polynomial whose zeros in the interval (�1 , 1) are denoted with
⇠k, k = 1, 2, . . . , n. It is easy to see that from the form of Eq. (12) for i = 1, 2, . . . , n we end up with
a system of n equations with n unknowns; the unknowns are the values of the (unknown) function,
namely {f̂k}, (k = 1, 2, . . . , n), on the quadrature points which lie on the circle of radius R. Hence,
once the set {f̂k} is known, one can use again the quadrature formula in the (rhs) of Eq. (12) at
any point z̃ that lie inside the circle to get the respective value for the (uknown) function. What
we have just described is a novel procedure of a numerically performed analytical continuation.

3

2.1 Numerical experiments of the inverse Cauchy problem

We have performed several numerical experiments of the inverse Cauchy problem using data that
are produced from known functions with the aim to compare the exact function values with those
we get from the analytical continuation procedure. From the numerical point of view the inverse
Cauchy problem consists in resolving the matrix equation

Ax = b , x = A
�1 b, (13)

with A a n⇥ n matrix with elements

Aik =
1

2⇡
wk

Re
i✓k

Rei✓k � zi
(14)

The value for the radius R is fixed, ✓k are the shifted zeros of the nth Legendre polynomial and zi

are the points on the complex plane for which the input data set is initially available, namely the
set {yi} , i = 1, 2, . . . , n. The latter is represented by the vector b. Finally, x denotes the vector
solution we are seeking which stands for the set of {f̂k}, (k = 1, 2, . . . , n) of Eq. (12).

Figure 2: Comparison between analytically continued results obtained from the study of the inverse
Cauchy problem and the exact curve for the function f(x) = sinx, x 2 R. The input data has been
assumed on the imaginary axis.
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i.e., C�1 is zero (as it should) to a very good precision by employing a number of n = 50 quadrature
nodes and R = 1.

Furthermore, we have verified that the application of the Legendre-Gauss quadrature to functions
with pole singularities –of whatever number and order– is able to reproduce the correct results i.e.,
the results that come out thanks to the application of the residue theorem) to a high precision.
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Figure 3: Same as in Fig. 2 but for f(z) = exp(z).

3. Despite the observation in 2., when the set of {f̂k} is injected in the quadrature formula
for determining the value at some point z̃ that lies inside the circle of radius R -and in a
reasonable distance from the bulk of the input data- the corresponding result ỹ is in good
agreement with the true value f(z̃). In Fig. 2 we show a typical example for the inverse Cauchy
problem that leads to rather accurate analytical continuation. In this particular example,
we consider the test function f(z) = sin(z) and n = 10 input data with zi 2 [0.1i, 0.5i]; note
that we have set R = 5. Fig. 2 shows a nice agreement between the analytically continued
results and the true values of the test function on the real positive axis, for values up to
x ⇡ 3. Analogous conclusions are obtained from a similar numerical experiment where the
test function is f(z) = exp(z), see Fig. 3. We use the same interval for the input data set with
the previous example; we notice that –owing to the monotonic behaviour of the exponential
function– the agreement between the estimated and the true values is extended far beyond
x ⇡ 3.

2.2 Numerical implementation of the Cauchy Integral formula related
to derivatives

We can also study numerically the Cauchy Integral formulae that concern function’s derivatives.
We remind that the formula for the nth derivative reads

f
(n)(z0) =

n!

2⇡i

I

C

f(z)

(z � z0)n+1
dz =

n!

2⇡i

Z 2⇡

0

f(R exp(i✓))R exp(i✓)

(R exp i✓ � z0)n+1
d✓ . (15)

A couple of observations are in order:

1. Once we have found the vector solution of the system, namely {f̂k}, we can inject it to the
quadrature formula related to the derivatives as they are given in Eq. (15). In that way, by

5

Not the end of the story … Obviously, it is a good (CHEAP) idea to also remember Cauchy formula for derivatives

°
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This time, Laguerre quadratures …

You know this …

You want this …

We slightly rephrase the problem …

… and we can play the same game …
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… In the end … DOES IT WORK?!

We said we get a CONSISTENCY ARGUMENT …

f(sj) ⇠
X

k

e�tk(t0 s�1) F (tk t0) dt

f(s) =
1

s� 1
! F (t) = et

k = 2, 3, 4

The black line is the EXPONENTIAL …!



… In the end … DOES IT WORK?!

… It is fair to say… IT WORKS!

… provided we look for  smooth overlaps …!

(… of course, provided they show up …)
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… but what about the CAUCHY FORMULA?!

Here we go!… computing the sin function on the real axis

                   knowing values on the imaginary axis! 

o o o o o o o o o o
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(This is the real part of the sin function at the quadrature points)

It is indeed what we 
should have found …



I have not yet told you the entire story …



I have not yet told you the entire story …

Do you remember the great success ?

f(sj) ⇠
X

k

e�tk(t0 s�1) F (tk t0) dt

f(s) =
1

s� 1
! F (t) = et



I have not yet told you the entire story …

Do you remember the great success ?

f(sj) ⇠
X

k

e�tk(t0 s�1) F (tk t0) dt

f(s) =
1

s� 1
! F (t) = et

… so, what if ERRORS show up ?!?



I have not yet told you the entire story …

… so, what if ERRORS show up ?!?

Apparently, you loose everything !



I have not yet told you the entire story …
If ERRORS show up, apparently, you loose everything !

Well, that’s not really the case …

The BIG ISSUE and the (dream?) project: moving points within error-bars, the picture can change quite a lot! This 
example was found by accident(!), but one can systematically go hunting for a a smooth solution of the inverse problem…



WORK IN PROGRESS
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Abstract

Thimble regularisation is a possible solution to the sign problem, which is evaded

by formulating quantum field theories on manifolds where the imaginary part of the

action stays constant (Lefschetz thimbles). A major obstacle is due to the fact that one

in general needs to collect contributions coming from more than one thimble. Here we

explore the idea of performing Taylor expansions on Lefschetz thimbles. We show that

in some cases we can compute expansions in regions where only the dominant thimble

contributes to the result in such a way that these (di↵erent, disjoint) regions can be

bridged. This can most e↵ectively be done via Padé approximants. In this way multi-

thimble simulations can be circumvented. The approach can be trusted provided we

can show that the analytic continuation we are performing is a legitimate one, which

thing we can indeed show. We briefly discuss two prototypal computations, for which

we obtained a very good control on the analytical structure (and singularities) of the

results. All in all, the main strategy that we adopt is supposed to be valuable not only

in the thimble approach, which thing we finally discuss.
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(VERY!) Preliminary results from the 
Cauchy formula inverse problem:


DOTS are results coming from Taylor 
coefficients computations (at different orders)


other symbols come

from the Cauchy formula


(still quite sizeable systematic effects,

i.e. sensitivity to the input we provided, 


but this is very preliminary

 


… the dream project still under its way!)
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STAY TUNED!

- Working on (inverse) Cauchy formula for Lattice QCD sign problem


- …but also on (anti)Laplace transforms (spectral functions and all that…)


- In the end, many applications in (general) inverse problems …


- … which also means interpolation and extrapolation problems


