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FIG. 4: The two-point correlation function for z = 0 (left panel) and z = 0.5 (right panel). The dashed line corresponds to
the linear two-point function, the solid line is the prediction of RPT and the symbols with error bars are the measurements in
numerical simulations, corresponding to 50 realizations comprising a total volume of 105 ( h−1 Gpc)3 approximately.

C. The Two-Point Correlation Function

To calculate the two-point correlation function in RPT
we Fourier transform the RPT power spectrum predic-
tion presented in the previous subsection, although here
we only use the one-loop approximation to the mode-
coupling power, i.e. we transform P ≃ G2 P0 + P 1loop

MC
to real space. The two-loop contribution to PMC is not
included since it only introduces very small corrections
at BAO scales, and performing its Fourier transform re-
quires a very accurate evaluation, which is numerically
costly.

Figure 4 shows the prediction of RPT for the two-point
correlation function (solid line) against the measurements
in N-body simulations (symbols with error bars) and
the linear theory correlation function (dashed line) for
a broad range of scales. The left panel shows z = 0 and
the right panel corresponds to z = 0.5.

The agreement between RPT and N-body measure-
ments for the two-point function is remarkable, although
expected from the results on the power spectrum pre-
sented in Figs. 2 and 3. The different actions of G2 and
ξMC in real space is another way of seeing that the can-
cellation in the power spectrum between G2P0 and PMC

presents a somewhat misleading picture. The action of
these two effects is completely different in the correlation
function, and one clearly sees large (≃ 30%) deviations
from linear theory at 100 h−1 Mpc scales. This is because
measuring the power spectrum at a given scale doesn’t

say how much of it is correlated with the initial con-
ditions and how much is due to mode-coupling, unless
one also measures G, something one cannot do in ob-
servations but it is simple enough to do in simulations
(see [19, 23] and Section IV below). As we demonstrate
in section VC, the mode-coupling power leads in correla-
tion function space to contributions which involve deriva-
tives of the linear correlation function, and when features
are present these terms can become important at large
scales. Similarly, convolution with G2 becomes a signifi-
cant nonlinear effect when the linear correlation function
has features which have a width comparable or smaller
than that of G2 (given by 2σv), which from Eq. (8) is
≃ 13, 8, 4 h−1 Mpc at z = 0, 1, 3. The acoustic signature
satisfies this condition at low redshift.

We postpone discussion of the evolution of the peak of
the two-point function until section VB, where we study
the shift of the acoustic peak as a function of redshift.

IV. RPT AND THE HALO MODEL

Figure 1 and Eqs. (9) and (11) shows that RPT
presents a very similar decomposition to that in the halo
model (see [32] for a review). In this case the density
field is modeled as a collection of halos containing all the
mass

ρ(x) =
∑

i

mi umi
(x − xi), (12)
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FIG. 2: Nonlinear evolution of the acoustic oscillations in the dark matter power spectrum. In all cases we show the nonlinear
power spectrum divided by a smooth spectrum [28] to make the acoustic oscillations more visible. The square symbols with
error bars correspond to measurements in N-body simulations, whereas RPT prediction is represented by a solid red line as
labeled. One-loop Perturbation theory (solid black line), halofit (solid magenta line) and linear theory (dashed blue line) are
also shown. The different panels correspond to z = 0, 0.3, 1, 2 (top left, top right, bottom left and bottom right respectively).
The agreement between the RPT prediction and the N-body measurements is excellent for all redshifts, see Fig. 3 for a more
detailed comparison.

we use 50 realizations of 6403 particles in a cubical box
of side 1280 h−1 Mpc that cover a much larger volume
∼ 105(h−1 Gpc)3 and effectively eliminates this issue.
Based on the smaller set of simulations [14] claim that
the suppression of the nonlinear power spectrum with re-
spect to linear theory is of order 5% at z = 0. Based on
the much larger volume simulations, we see a maximum
suppression of 3.5% at k = 0.07 h Mpc−1 for the same

cosmology.

Figure 3 shows a different normalization than Fig. 2,
this time dividing by the nonlinearly evolved smooth
power spectrum, thus taking out the scale dependence in-
duced by the mode-coupling power. This allows us to re-
duce the vertical scale of the plots and appreciate in more
detail the comparison between RPT and simulations. We
show linear theory (short-dashed line) and the different
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FIG. 4: The two-point correlation function for z = 0 (left panel) and z = 0.5 (right panel). The dashed line corresponds to
the linear two-point function, the solid line is the prediction of RPT and the symbols with error bars are the measurements in
numerical simulations, corresponding to 50 realizations comprising a total volume of 105 ( h−1 Gpc)3 approximately.

C. The Two-Point Correlation Function

To calculate the two-point correlation function in RPT
we Fourier transform the RPT power spectrum predic-
tion presented in the previous subsection, although here
we only use the one-loop approximation to the mode-
coupling power, i.e. we transform P ≃ G2 P0 + P 1loop

MC
to real space. The two-loop contribution to PMC is not
included since it only introduces very small corrections
at BAO scales, and performing its Fourier transform re-
quires a very accurate evaluation, which is numerically
costly.

Figure 4 shows the prediction of RPT for the two-point
correlation function (solid line) against the measurements
in N-body simulations (symbols with error bars) and
the linear theory correlation function (dashed line) for
a broad range of scales. The left panel shows z = 0 and
the right panel corresponds to z = 0.5.

The agreement between RPT and N-body measure-
ments for the two-point function is remarkable, although
expected from the results on the power spectrum pre-
sented in Figs. 2 and 3. The different actions of G2 and
ξMC in real space is another way of seeing that the can-
cellation in the power spectrum between G2P0 and PMC

presents a somewhat misleading picture. The action of
these two effects is completely different in the correlation
function, and one clearly sees large (≃ 30%) deviations
from linear theory at 100 h−1 Mpc scales. This is because
measuring the power spectrum at a given scale doesn’t

say how much of it is correlated with the initial con-
ditions and how much is due to mode-coupling, unless
one also measures G, something one cannot do in ob-
servations but it is simple enough to do in simulations
(see [19, 23] and Section IV below). As we demonstrate
in section VC, the mode-coupling power leads in correla-
tion function space to contributions which involve deriva-
tives of the linear correlation function, and when features
are present these terms can become important at large
scales. Similarly, convolution with G2 becomes a signifi-
cant nonlinear effect when the linear correlation function
has features which have a width comparable or smaller
than that of G2 (given by 2σv), which from Eq. (8) is
≃ 13, 8, 4 h−1 Mpc at z = 0, 1, 3. The acoustic signature
satisfies this condition at low redshift.

We postpone discussion of the evolution of the peak of
the two-point function until section VB, where we study
the shift of the acoustic peak as a function of redshift.

IV. RPT AND THE HALO MODEL

Figure 1 and Eqs. (9) and (11) shows that RPT
presents a very similar decomposition to that in the halo
model (see [32] for a review). In this case the density
field is modeled as a collection of halos containing all the
mass

ρ(x) =
∑

i

mi umi
(x − xi), (12)

6

FIG. 2: Nonlinear evolution of the acoustic oscillations in the dark matter power spectrum. In all cases we show the nonlinear
power spectrum divided by a smooth spectrum [28] to make the acoustic oscillations more visible. The square symbols with
error bars correspond to measurements in N-body simulations, whereas RPT prediction is represented by a solid red line as
labeled. One-loop Perturbation theory (solid black line), halofit (solid magenta line) and linear theory (dashed blue line) are
also shown. The different panels correspond to z = 0, 0.3, 1, 2 (top left, top right, bottom left and bottom right respectively).
The agreement between the RPT prediction and the N-body measurements is excellent for all redshifts, see Fig. 3 for a more
detailed comparison.

we use 50 realizations of 6403 particles in a cubical box
of side 1280 h−1 Mpc that cover a much larger volume
∼ 105(h−1 Gpc)3 and effectively eliminates this issue.
Based on the smaller set of simulations [14] claim that
the suppression of the nonlinear power spectrum with re-
spect to linear theory is of order 5% at z = 0. Based on
the much larger volume simulations, we see a maximum
suppression of 3.5% at k = 0.07 h Mpc−1 for the same

cosmology.

Figure 3 shows a different normalization than Fig. 2,
this time dividing by the nonlinearly evolved smooth
power spectrum, thus taking out the scale dependence in-
duced by the mode-coupling power. This allows us to re-
duce the vertical scale of the plots and appreciate in more
detail the comparison between RPT and simulations. We
show linear theory (short-dashed line) and the different
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Zel’dovich correlation function, which is known to give
a relatively accurate description of the BAO spread. We
will next argue that the success of the Zel’dovich approx-
imation is because it can be formulated as (20).

Zel’dovich approximation.— The matter correlation
function can be related to the correlation function of the
relative displacement �s(z) of two points with initial
(Lagrangian) separation z:
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In the Zel’dovich approximation, �s is replaced by its
linear expression, and the above expectation value is triv-
ially expressed in terms of the variance
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Let us define Zel’dovich power spectrum as the result of
the inner integral in (23) at k 6= 0:
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which in the presence of the BAO feature contains an
oscillating component Pw

z (k). This can be approximated
by the product of a non-smoothed piece times a broad-
ening factor, as in (20): Define A

ij
S (z,⇤), and A
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L (z,⇤)

by the same integral as in (24), but taken, respectively,
over short modes q > ⇤, and long modes q < ⇤. So we
have
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A Zel’dovich power spectrum in the absence of the long
modes Pz,S(k,⇤), where ⇤ ⌧ k, can now be defined by

replacing A

ij ! A

ij
S in (25). This is the analog of the

last factor in (20): it contains the full nonlinear e↵ect of
the short modes in the Zel’dovich approximation, but no
long modes whatsoever.
Consider now the full Pz(k). The integral in (25) is

dominated by z = O(1/k), and, if k is in the support of
P

w
z (k), by z = ±`BAOk̂+O(1/k). The second contribu-

tion is what we called P

w
z (k). Here, Aij

L (z) is first of all
appreciable, and second, it can be approximated to be a
constant given by its value at z = `BAOk̂ to yield
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The second equality holds up to terms suppressed by
�/`BAO. Replacing ⇤ ! ✏k results in the desired ana-
log of (20).
Hence, the Zel’dovich approximation, despite being a

crude model of short scale dynamics, gives an accurate
description of BAO broadening by taking into account
the leading displacement caused by all longer wavelength
modes on any given scale k.8

BAO reconstruction.— This naturally leads us to the
discussion of BAO reconstruction, and its connection to
the long-short correlations (4) and (12). The BAO re-
construction is a method to reproduce a sharper acoustic
peak by undoing the bulk motion induced by the long

8 Two alternative approximations have been proposed in the liter-
ature (e.g. [9, 10]) to model the broadening e↵ects:
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where the velocity dispersion �

2
v is given by the same integral

as in (15) with ⇤ = 1, but without the last square brackets.
The two expressions happen to give similar results for the mat-
ter correlation function, and to be in good agreement with the
result of simulations. However, we think the agreement in our
Universe is accidental. The velocity dispersion is missing the fac-
tor sin2(q · x/2) in the relative displacement, which suppresses
the contribution of the super-long modes. Had there been more
power at large scales, or if keq`BAO ⌧ 1, (29) and (28) would
have di↵ered significantly. On the other hand, equation (28) ap-
proximates the short-long e↵ects by the same expression as that
of the long-short e↵ects. This is not justified by any symmetry
argument, and is an overestimation in the real universe. (28)
would predict too much spreading if there was more power in
small scales.
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FIG. 4: The two-point correlation function for z = 0 (left panel) and z = 0.5 (right panel). The dashed line corresponds to
the linear two-point function, the solid line is the prediction of RPT and the symbols with error bars are the measurements in
numerical simulations, corresponding to 50 realizations comprising a total volume of 105 ( h−1 Gpc)3 approximately.
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To calculate the two-point correlation function in RPT
we Fourier transform the RPT power spectrum predic-
tion presented in the previous subsection, although here
we only use the one-loop approximation to the mode-
coupling power, i.e. we transform P ≃ G2 P0 + P 1loop

MC
to real space. The two-loop contribution to PMC is not
included since it only introduces very small corrections
at BAO scales, and performing its Fourier transform re-
quires a very accurate evaluation, which is numerically
costly.

Figure 4 shows the prediction of RPT for the two-point
correlation function (solid line) against the measurements
in N-body simulations (symbols with error bars) and
the linear theory correlation function (dashed line) for
a broad range of scales. The left panel shows z = 0 and
the right panel corresponds to z = 0.5.
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sented in Figs. 2 and 3. The different actions of G2 and
ξMC in real space is another way of seeing that the can-
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function, and one clearly sees large (≃ 30%) deviations
from linear theory at 100 h−1 Mpc scales. This is because
measuring the power spectrum at a given scale doesn’t

say how much of it is correlated with the initial con-
ditions and how much is due to mode-coupling, unless
one also measures G, something one cannot do in ob-
servations but it is simple enough to do in simulations
(see [19, 23] and Section IV below). As we demonstrate
in section VC, the mode-coupling power leads in correla-
tion function space to contributions which involve deriva-
tives of the linear correlation function, and when features
are present these terms can become important at large
scales. Similarly, convolution with G2 becomes a signifi-
cant nonlinear effect when the linear correlation function
has features which have a width comparable or smaller
than that of G2 (given by 2σv), which from Eq. (8) is
≃ 13, 8, 4 h−1 Mpc at z = 0, 1, 3. The acoustic signature
satisfies this condition at low redshift.

We postpone discussion of the evolution of the peak of
the two-point function until section VB, where we study
the shift of the acoustic peak as a function of redshift.

IV. RPT AND THE HALO MODEL

Figure 1 and Eqs. (9) and (11) shows that RPT
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FIG. 2: Nonlinear evolution of the acoustic oscillations in the dark matter power spectrum. In all cases we show the nonlinear
power spectrum divided by a smooth spectrum [28] to make the acoustic oscillations more visible. The square symbols with
error bars correspond to measurements in N-body simulations, whereas RPT prediction is represented by a solid red line as
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The agreement between the RPT prediction and the N-body measurements is excellent for all redshifts, see Fig. 3 for a more
detailed comparison.

we use 50 realizations of 6403 particles in a cubical box
of side 1280 h−1 Mpc that cover a much larger volume
∼ 105(h−1 Gpc)3 and effectively eliminates this issue.
Based on the smaller set of simulations [14] claim that
the suppression of the nonlinear power spectrum with re-
spect to linear theory is of order 5% at z = 0. Based on
the much larger volume simulations, we see a maximum
suppression of 3.5% at k = 0.07 h Mpc−1 for the same

cosmology.

Figure 3 shows a different normalization than Fig. 2,
this time dividing by the nonlinearly evolved smooth
power spectrum, thus taking out the scale dependence in-
duced by the mode-coupling power. This allows us to re-
duce the vertical scale of the plots and appreciate in more
detail the comparison between RPT and simulations. We
show linear theory (short-dashed line) and the different
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Zel’dovich correlation function, which is known to give
a relatively accurate description of the BAO spread. We
will next argue that the success of the Zel’dovich approx-
imation is because it can be formulated as (20).

Zel’dovich approximation.— The matter correlation
function can be related to the correlation function of the
relative displacement �s(z) of two points with initial
(Lagrangian) separation z:
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In the Zel’dovich approximation, �s is replaced by its
linear expression, and the above expectation value is triv-
ially expressed in terms of the variance

A

ij(z) =
⌦
�s

i(z)�s

j(z)
↵

=

Z
d3q

q

i
q

j

q

4
Plin(q) sin

2
⇣
q · z
2

⌘
.

(24)

Let us define Zel’dovich power spectrum as the result of
the inner integral in (23) at k 6= 0:

Pz(k) =

Z
d3ze�ik·z

e

� 1
2A

ij(z)kikj

, (25)

which in the presence of the BAO feature contains an
oscillating component Pw

z (k). This can be approximated
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modes Pz,S(k,⇤), where ⇤ ⌧ k, can now be defined by
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S in (25). This is the analog of the

last factor in (20): it contains the full nonlinear e↵ect of
the short modes in the Zel’dovich approximation, but no
long modes whatsoever.
Consider now the full Pz(k). The integral in (25) is
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The second equality holds up to terms suppressed by
�/`BAO. Replacing ⇤ ! ✏k results in the desired ana-
log of (20).
Hence, the Zel’dovich approximation, despite being a

crude model of short scale dynamics, gives an accurate
description of BAO broadening by taking into account
the leading displacement caused by all longer wavelength
modes on any given scale k.8

BAO reconstruction.— This naturally leads us to the
discussion of BAO reconstruction, and its connection to
the long-short correlations (4) and (12). The BAO re-
construction is a method to reproduce a sharper acoustic
peak by undoing the bulk motion induced by the long

8 Two alternative approximations have been proposed in the liter-
ature (e.g. [9, 10]) to model the broadening e↵ects:
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as in (15) with ⇤ = 1, but without the last square brackets.
The two expressions happen to give similar results for the mat-
ter correlation function, and to be in good agreement with the
result of simulations. However, we think the agreement in our
Universe is accidental. The velocity dispersion is missing the fac-
tor sin2(q · x/2) in the relative displacement, which suppresses
the contribution of the super-long modes. Had there been more
power at large scales, or if keq`BAO ⌧ 1, (29) and (28) would
have di↵ered significantly. On the other hand, equation (28) ap-
proximates the short-long e↵ects by the same expression as that
of the long-short e↵ects. This is not justified by any symmetry
argument, and is an overestimation in the real universe. (28)
would predict too much spreading if there was more power in
small scales.
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One of the advantages of the formalism proposed is that non-linear corrections to the

correlation functions can be presented via Feynman diagrams similar to that of a single

scalar’s field theory. As in SPT, in our formalism any diagrammatic element, including ’non-

linear coupling constants’, is momentum - dependent. But unlike SPT, in our formalism time

does not flow along the diagrammatic elements, but simply all the elements are evaluated at

a given time t. For instance, the tree-level power-spectrum and the bispectrum are given by

(we omit trivial delta-functions in what follows)
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Shift of the BAO peak
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Figure 4: Shift of the BAO peak �xBAO
xBAO

in percent, in the ZA (dashed) and for the exact

dynamics (solid) at z = 0. The dotted line is a simulation result from [6].
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For ⇤ ⌧ kosc the first term in the brackets gives a shift �(47/105 +m/5)
R
q<⇤ d

3
qPL(q),

which precisely agrees with [5] when neglecting the contribution / m. Recall the latter

came from the IR resummation, and therefore was not captured by the perturbative

computation in [5]. Apart from this, there are two more di↵erences compared to [5]: first,

our expressions are valid also for ⇤ � kosc, and second we find the additional contribution

⌃B
sub�leading(⇤). The former is again due to the IR resummation, and the latter would

appear only at the two-loop level in a perturbative computation. Nevertheless, in our

counting, all contributions arise at the same order O(⇤/k), while they formally resum all

loop orders. The result for general values of the IR cuto↵ ⇤ is shown in Fig. 4, assuming

m = 1, and at z = 0. The shift is close to a value extracted from N-body simulations

in [6], especially for reasonable values of the IR cuto↵ of order ⇤ ⇠ 1/⌃ ⇠ 0.1�0.2h/Mpc.

Nevertheless a very precise determination is hindered by the residual dependence on ⇤,

which should be reduced when including higher orders in the ⇤/k expansion.
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IR - resummed bispectrum

P1-loopab (k,η) = 2 Ψb
(1)(k)Ψa

(3)(k,q,-q)
q-q

Ψa
(2)(q,k-q) Ψb

(2)(q,k-q)
+

Figure 10: Diagrammatic representation of the 2 terms contributing to the power spectrum at
one-loop order.

The 2 diagrams contributing to the power spectrum at NLO are shown on Fig. 10. The first
calculation of such contributions were done in the 90’s (Makino et al. 1992; Jain and Bertschinger
1996; Scoccimarro and Frieman 1996).

5.3 Scaling of solutions

It is interesting to compute the way subsequent orders in perturbation theory scale with the
linear solution. As the vertices and the time integrations are both dimensionless operations, one
can easily show that the p�th order expression of the density field is of the order of the power
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for an Einstein-de Sitter universe. For an arbitrary background the coe�cient 5/7 and 2/7 are
slightly altered but only very weakly (Bouchet et al. 1992).

It can be noted that this kernel is very general and is actually directly observable. Indeed for
Gaussian initial conditions the first non-vanishing contribution to the bi-spectrum is obtained
when one, and only one, factor is written at second order in the initial field,
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and it is easy to show that it eventually reads
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where sym. refers to 2 extra terms obtained by circular changes of the indices. The important
consequence of this form is that the bispectrum therefore scales like the square of the power
spectrum. In particular the reduced bispectrum defined as
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Figure 6. A fit of PT predictions, computed using the physical
power spectrum, to the compressed 3PCF’s multipoles ` = 0� 4

for the CMASS sample. Notice the peaks in l = 0, 1, and 4 around
the BAO scale of r

1

= 100 Mpc/h. In particular compare the ` =
1 panel here with that of Figure 4 to aid in identifying the peak
and trough the BAO induce in the 3PCF’s dipole moment. The
points in the peak are anti-correlated with those in the trough,
as shown in Figure 2 (second tile on the diagonal). These points
are therefore more constraining than the error bars shown would
suggest. The error bars plotted are the diagonal of the covariance
matrix, and the �2/d.o.f. = 107.64/107.

Figure 7. Same as Figure 6 but now for multipoles ` = 5 � 9.
These higher multipoles appear noisier than their lower-` coun-
terparts, as indicated by the larger number of points more than
1� distant from the model. While the error bars are similar in
magnitude to those in Figure 6, the signal is reduced relative to
the largest in Figure 6 (i.e. ` = 2 and 3).

Figure 8. The probability contours for the redshift-space biases
b
1

and b
2

having marginalized over the integral constraint. The
red ellipse contains 68% of the probability and the light blue 95%.
One can see that our measurement obtains a good constraint on
b
1

but has very little constraining power on b
2

, a conclusion borne
out quantitatively by the large error bar on b

2

relative to that on
b
1

quoted in Table 1.

b
1

b
2

c
��2 no BAO

vs. BAO
MultiDark-
Patchy mocks

2.390
±0.003

0.32
±0.04

0.0000
±0.0006

3234.34

CMASS SDSS
DR12 sample

2.23
±0.06

0.3
±0.7

�0.023
±0.007

7.58

Table 1. Table of best-fit parameters for MultiDark-Patchy
mocks and CMASS data. The biases are redshift-space quantities,
and c encodes the integral constraint (§5.3). The last column de-
scribes the �2 penalty a no-BAO model (§7.2) pays over a model
with BAO.

8 CONCLUSIONS

We have measured the large-scale 3PCF of the SDSS DR12
CMASS sample of 777,202 LRGs. The novel multipole algo-
rithm of SE15b permits us for the first time to take advan-
tage of all triangle configurations. We have used a compres-
sion scheme first developed in SE15a to reduce the dimen-
sion of the full 3PCF multipole coefficients and to avoid the
triangles for which PT is likely invalid. We have shown that
in this basis the analytic covariance matrix of SE15b, which
assumes a Gaussian Random Field density and a boundary-
free survey, is a good match to the empirical covariance ma-
trix derived from 299 MultiDark-Patchy mock catalogs.
Using our analytic covariance matrix with volume and shot
noise derived from the mocks, we have fit for the redshift-
space linear and non-linear bias as well as a constant to
marginalize over possible failure to satisfy the integral con-
straint. We measure the redshift-space linear bias with 2.6%
precision. We also find a 2.8� preference for the BAO
in the data by comparing a physical model with BAO to
the Eisenstein & Hu (1998) “no-wiggle” model.

The present work uses the largest number of galaxies to
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1� distant from the model. While the error bars are similar in
magnitude to those in Figure 6, the signal is reduced relative to
the largest in Figure 6 (i.e. ` = 2 and 3).

Figure 8. The probability contours for the redshift-space biases
b
1

and b
2

having marginalized over the integral constraint. The
red ellipse contains 68% of the probability and the light blue 95%.
One can see that our measurement obtains a good constraint on
b
1

but has very little constraining power on b
2

, a conclusion borne
out quantitatively by the large error bar on b

2

relative to that on
b
1

quoted in Table 1.

b
1

b
2

c
��2 no BAO

vs. BAO
MultiDark-
Patchy mocks

2.390
±0.003

0.32
±0.04

0.0000
±0.0006

3234.34

CMASS SDSS
DR12 sample

2.23
±0.06

0.3
±0.7

�0.023
±0.007

7.58

Table 1. Table of best-fit parameters for MultiDark-Patchy
mocks and CMASS data. The biases are redshift-space quantities,
and c encodes the integral constraint (§5.3). The last column de-
scribes the �2 penalty a no-BAO model (§7.2) pays over a model
with BAO.

8 CONCLUSIONS

We have measured the large-scale 3PCF of the SDSS DR12
CMASS sample of 777,202 LRGs. The novel multipole algo-
rithm of SE15b permits us for the first time to take advan-
tage of all triangle configurations. We have used a compres-
sion scheme first developed in SE15a to reduce the dimen-
sion of the full 3PCF multipole coefficients and to avoid the
triangles for which PT is likely invalid. We have shown that
in this basis the analytic covariance matrix of SE15b, which
assumes a Gaussian Random Field density and a boundary-
free survey, is a good match to the empirical covariance ma-
trix derived from 299 MultiDark-Patchy mock catalogs.
Using our analytic covariance matrix with volume and shot
noise derived from the mocks, we have fit for the redshift-
space linear and non-linear bias as well as a constant to
marginalize over possible failure to satisfy the integral con-
straint. We measure the redshift-space linear bias with 2.6%
precision. We also find a 2.8� preference for the BAO
in the data by comparing a physical model with BAO to
the Eisenstein & Hu (1998) “no-wiggle” model.

The present work uses the largest number of galaxies to
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This comes from the fact that there are 2m+2 ways to choose the incoming leg, 2m+1 ways

to choose outcoming one, and then there are (2m � 1)!! ways to connect all the remaining

legs into pairs.
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Summing over all loops gives the tree-level IR - resummed ’wiggly’ power spectrum (see

(57))
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5 IR - resummed tree-level Bispectrum
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Consider soft loop corrections to these diagrams. At one loop level, one can either dress

the external leg with a soft loop,
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or to insert a soft loop inside the wiggly vertex,
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where in the last line we have used (38) along with (52). Hence, upon collecting all 1-loop

diagrams and using the linearity of the operator ⌃̂2 one has,
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Let us generalise this result to an arbitrary m - loop level. We have already seen that

dressing the ’wiggly’ propagator with m soft loops results in the appearance of the overall

factor proportional to (⌃2)m,
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Higher point statistics,  
effects in Bispectrum, Trispectrum

Bias, redshift space, etc.

Summary:	


BAO as a key probe in cosmology - non linearities !

Systematic IR resummation in TSPT:  
= accurate description of BAO peak to all orders in PT

Summary   

LSS is emerging as the main observational probe for 
cosmology in the near future

analytic understanding of LSS in the mildly non-linear 
regime 20 Mpc < l < 100 Mpc is essential to fully 
exploit its potential
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exploit its potential

Leading order IR resummed Bispectrum

Summary   

LSS is emerging as the main observational probe for 
cosmology in the near future

analytic understanding of LSS in the mildly non-linear 
regime 20 Mpc < l < 100 Mpc is essential to fully 
exploit its potential

Non-minimal models: massive neutrinos, DE, MG
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Shift of the BAO peak
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Figure 4: Shift of the BAO peak �xBAO
xBAO

in percent, in the ZA (dashed) and for the exact

dynamics (solid) at z = 0. The dotted line is a simulation result from [6].
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For ⇤ ⌧ kosc the first term in the brackets gives a shift �(47/105 +m/5)
R
q<⇤ d

3
qPL(q),

which precisely agrees with [5] when neglecting the contribution / m. Recall the latter

came from the IR resummation, and therefore was not captured by the perturbative

computation in [5]. Apart from this, there are two more di↵erences compared to [5]: first,

our expressions are valid also for ⇤ � kosc, and second we find the additional contribution

⌃B
sub�leading(⇤). The former is again due to the IR resummation, and the latter would

appear only at the two-loop level in a perturbative computation. Nevertheless, in our

counting, all contributions arise at the same order O(⇤/k), while they formally resum all

loop orders. The result for general values of the IR cuto↵ ⇤ is shown in Fig. 4, assuming

m = 1, and at z = 0. The shift is close to a value extracted from N-body simulations

in [6], especially for reasonable values of the IR cuto↵ of order ⇤ ⇠ 1/⌃ ⇠ 0.1�0.2h/Mpc.

Nevertheless a very precise determination is hindered by the residual dependence on ⇤,

which should be reduced when including higher orders in the ⇤/k expansion.
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to the bulk motions, ⇠̃g has a broader peak with ⌃2
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defined by ⌃✏k⇤k⇤ = 1. This turns out to be a sizable
fraction of the actual width of the observed matter cor-
relation function. We compare the theoretical prediction
with the result of an N -body simulation6 in fig. 3. It is
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seen that the perturbative treatment has completely de-
formed the shape of the peak. A more accurate descrip-
tion should, therefore, treat the relative motions non-
perturbatively.

Infra-red resummation.— We can obtain a formula
which is valid to all orders in the relative displacement
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D
�g(

x

2
, t)�g(�x

2
, t)

E

�L
'

Z
d3k

(2⇡)3
e

ik·x

exp
h
2i�

q

(t) sin
⇣
q · x
2

⌘
q · k
q

2

i
h�g(k, t)�g(�k, t)i .

(19)
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To write the exponent in the above form, we have used
the fact that r2 ⇡ @

2
r [and therefore k

2 ⇡ (x̂ · k)2] up to
corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power P

w
g (k),

though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation
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Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Taking ✏ = 1/2, the above expression (18) predicts an
e↵ective broadening of ⌃✏k⇤ ⇡ 5.5h�1Mpc, where k⇤ is
defined by ⌃✏k⇤k⇤ = 1. This turns out to be a sizable
fraction of the actual width of the observed matter cor-
relation function. We compare the theoretical prediction
with the result of an N -body simulation6 in fig. 3. It is
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�3Mpc3. The
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seen that the perturbative treatment has completely de-
formed the shape of the peak. A more accurate descrip-
tion should, therefore, treat the relative motions non-
perturbatively.

Infra-red resummation.— We can obtain a formula
which is valid to all orders in the relative displacement
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As before, this is only relevant in the presence of a fea-
ture. Taking the expectation value over the realizations
of the q modes, approximating them, as we did so far, as
being Gaussian, and using hexp(i')i = exp(� ⌦
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for Gaussian variables, we obtain our final expression
for the dressed two-point correlation function around
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To write the exponent in the above form, we have used
the fact that r2 ⇡ @
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r [and therefore k

2 ⇡ (x̂ · k)2] up to
corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power P
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though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
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Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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seen that the perturbative treatment has completely de-
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Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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Shift of the BAO peak

where the contributions that arise from the sub-leading terms are given by
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The first line is identical to the sub-leading term (1.16) in ZA.

As before, one can apply these expression to the oscillating component of the power

spectrum. This gives
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sub�leading(⇤) + ⌃A

sub�leading(⇤) (1.27)

where ⌃ZA
sub�leading(⇤) is the Zeldovich result given in (1.21), and there are two additional

contributions
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Parametrically, k⌃ZA
sub�leading(⇤) and k⌃A

sub�leading(⇤) are of order O(⇤/k) k2⌃2(⇤), and

k

3⌃2(⇤)⌃B
sub�leading(⇤) is of order O(⇤/k) (k2⌃2(⇤))2. Formally, all of them are O(⇤/k),

however, in contrast to the ZA, multiplied by up to two powers of k2⌃2(⇤). The latter

sub-leading term is therefore parametrically suppressed only up to

k

B
max ⇠ 1

(⇤⌃4(⇤))1/3
. (1.29)

It is shown as solid line in Fig. 3. For all sub-leading terms to be small, one needs

k < kmax ⌘ min(kZA
max, k

B
max), i.e. below both the dashed and solid line in Fig. 3. Note

however that this is a conservative estimate, since it turn out that the sub-leading terms

are numerically somewhat smaller.
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unity). By expanding the term in the round bracket in the 2nd line of Eq. (1.10) up to

O(Qi/k), and using q ! �q symmetrization one obtains
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)
PL(k

0
, ⌘)|k0=k

The new contribution in the second term in the curly bracket grows linearly with k and

shifts the phase of BAO oscillations.

In order to consistently estimate sub-leading terms, we adopt a parameterization of

the wiggly component of the power spectrum given by [3, 4]

P

osc
L (k, ⌘) / sin(k/kosc)

k/kosc

D(k)Tc(k)k
ns (1.17)

where D(k) ' exp(�(k/ksilk)1.4), Tc(k) is the matter transfer function and ns ' 1 the

primordial spectral index. To obtain a simple estimate we neglect the Silk damping and

assume P osc
L (k, ⌘) / Re ei(k/kosc+')

/k

m with some power law index m and a phase '. This

should yield a reasonable estimate for k < ksilk. Using that

e
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= e
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m
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where µ = (q · k)/q/k, one obtains
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= e
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The term in the square bracket gives a sub-leading term which adds up to the one in

the curly bracket in (1.16). Expanding the exponential and summing both together one

obtains
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Figure 4: Shift of the BAO peak �xBAO
xBAO

in percent, in the ZA (dashed) and for the exact

dynamics (solid) at z = 0. The dotted line is a simulation result from [6].

values ' = �⇡/2 and m = 1 this can be done analytically, giving

⇠BAO(x) / e

� (x�s)2

4⌃2(⇤)

 
1� ⌃sub�leading � 3

2⌃
B
sub�leading

2⌃2
(x� s)� ⌃B

sub�leading

8⌃4
(x� s)3

!

(1.32)

where s ⌘ 1/kosc. The sub-leading terms shift the maximum away from x = s by

�xBAO

xBAO

= �kosc

✓
⌃sub�leading(⇤)� 3

2
⌃B

sub�leading(⇤)

◆
. (1.33)

For ⇤ ⌧ kosc the first term in the brackets gives a shift �(47/105 +m/5)
R
q<⇤ d

3
qPL(q),

which precisely agrees with [5] when neglecting the contribution / m. Recall the latter

came from the IR resummation, and therefore was not captured by the perturbative

computation in [5]. Apart from this, there are two more di↵erences compared to [5]: first,

our expressions are valid also for ⇤ � kosc, and second we find the additional contribution

⌃B
sub�leading(⇤). The former is again due to the IR resummation, and the latter would

appear only at the two-loop level in a perturbative computation. Nevertheless, in our

counting, all contributions arise at the same order O(⇤/k), while they formally resum all

loop orders. The result for general values of the IR cuto↵ ⇤ is shown in Fig. 4, assuming

m = 1, and at z = 0. The shift is close to a value extracted from N-body simulations

in [6], especially for reasonable values of the IR cuto↵ of order ⇤ ⇠ 1/⌃ ⇠ 0.1�0.2h/Mpc.

Nevertheless a very precise determination is hindered by the residual dependence on ⇤,

which should be reduced when including higher orders in the ⇤/k expansion.
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Standard perturbation theory

Disadvantages
1) Spurious IR enhancements	


2) Difficulties in the correct description  

of IR effects -  BAO 	


3) Not QFT - difficult diagrammatics	


4) Difficulties at UV - renormalisation	


 (correct description of short scales )

q ⌧ k

4

to the bulk motions, ⇠̃g has a broader peak with ⌃2
⇤ given

by

⌃2
⇤ ⇡ 1

6⇡2

Z ⇤

0

dqPlin(q)[1�j0(q`BAO)+2j2(q`BAO)], (15)

where jn is the n

th order spherical Bessel function.
It is easy to perturbatively confirm the above result

when ⇠g is taken to be the dark matter correlation: The
leading contribution of the long wavelength modes to the
one-loop power spectrum of the peak reads5

P

w
1�loop(k > ⇤) =

1

2

Z ⇤ d3q

(2⇡)3
(q · k)2

q

4
Plin(q)

[Pw
lin(|k + q|) + P

w
lin(|k � q|)� 2Pw

lin(k)] .

(17)

For q ⌧ k the expression in the square brackets simplifies
to �4Pw

lin(k) sin
2(q · k̂`BAO/2), giving

P

w
1�loop(k > ⇤) = ⌃2

⇤k
2
P

w
lin(k), (18)

and taking the Fourier transform with respect to k re-
produces (14).

Note that for any k, our approximation is valid for all
q ⌧ k while the above expressions are based on a rigid
separation of scales above and below ⇤. Of course, in
reality P

w
g (k) has support in a large range of momenta,

roughly (0.05�1) hMpc�1. Even if a q-mode falls in this
range, it is still true that its leading e↵ect on higher k

modes is the mere bulk motion. Therefore, it contributes
to the peak power through ⇠g,L, and at the same time,
broadens it by dispersing the shorter modes. A better
estimate of the width can be obtained by including for
each k the broadening e↵ect of all smaller q modes, i.e.
by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Taking ✏ = 1/2, the above expression (18) predicts an
e↵ective broadening of ⌃✏k⇤ ⇡ 5.5h�1Mpc, where k⇤ is
defined by ⌃✏k⇤k⇤ = 1. This turns out to be a sizable
fraction of the actual width of the observed matter cor-
relation function. We compare the theoretical prediction
with the result of an N -body simulation6 in fig. 3. It is

5 The full one-loop power spectrum is given by
Z

d3q

(2⇡)3
[6F3(q,�q,k)Plin(k)+2F 2

2 (q,k�q)Plin(|k�q|)]Plin(q) .

(16)
For q ⌧ k it reduces to (17). Incidentally, this coincides with

1

2

Z

q⌧k

d3q

(2⇡)3
P

�1
lin (q) h�

q

��q

�

k

��k

i ,

as expected from the remark after (13).
6 We are measuring power spectra and correlation functions in a
suite of 16 dark matter only simulations, each of which captures
the evolution of 10243 particles in a box of 15003 h

�3Mpc3. The
matter density parameter is ⌦m = 0.272, the tilt ns = 0.967 and
the normalization �8 = 0.81. The leading cosmic variance has
been divided out, such that the error bars reflect the sub-leading
cosmic variance.
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FIG. 3. The acoustic peak in the matter correlation function

in linear theory (solid), 1-loop perturbation theory (dashed),

and simulation.

seen that the perturbative treatment has completely de-
formed the shape of the peak. A more accurate descrip-
tion should, therefore, treat the relative motions non-
perturbatively.

Infra-red resummation.— We can obtain a formula
which is valid to all orders in the relative displacement
�

q

/q, by rewriting (2) as (see e.g. [8])

D
�g(

x

2
, t)�g(�x

2
, t)

E

�L
'

Z
d3k

(2⇡)3
e

ik·x

exp
h
2i�

q

(t) sin
⇣
q · x
2

⌘
q · k
q

2

i
h�g(k, t)�g(�k, t)i .

(19)

As before, this is only relevant in the presence of a fea-
ture. Taking the expectation value over the realizations
of the q modes, approximating them, as we did so far, as
being Gaussian, and using hexp(i')i = exp(� ⌦

'

2
↵
/2)

for Gaussian variables, we obtain our final expression
for the dressed two-point correlation function around
r ⇡ `BAO

⇠̃g(x) '
Z

d3k

(2⇡)3
e

ik·x
e

�⌃2
✏kk

2 h�g(k, t)�g(�k, t)i✏ . (20)

To write the exponent in the above form, we have used
the fact that r2 ⇡ @

2
r [and therefore k

2 ⇡ (x̂ · k)2] up to
corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power P

w
g (k),

though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation

k/k
osc

⇠ 10
k2

k2
osc

�2
l

= O(1)

Advantages

1) very straightforward 

2) gave us a lot of intuition 
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BAO IR - resummation
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NLO IR - resummation

1) Let’s take 1-loop ‘wiggly’ PS and take on top of it  
higher loop corrections enhanced in the IR

This formula tells us that if one dresses the n-point ’wiggly’ vertex having n hard
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The sum over all loop orders yields,
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Thus, both dressing a hard ’wiggly’ power spectrum and a ’wiggly’ vertex with loops

result into the appearance of the operator exp{�⌃̂2} (108),(115). With this result one

can easily perform the IR - resummation of the 1-loop ’wiggly’ power spectrum. Let us

take the hard part of the loop integrals, i.e. to cut-o↵ the 1-loop integrals below some

⇤0  |q0|. The properties (107) and (113) imply that at higher loop orders the most

enhanced contributions are to be given by the diagrams featuring ’wiggly’ propagators

and vertices dressed with soft loops. Let us consider these two cases separately.

In the case of dressed propagators one has to deal with diagrams of the following

type,
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which are obtained by replacing the tree-level ’wiggly’ propagators of 1-loop dia-

grams (e.g. the first, second, fourth and fifth graphs of (88)) with the 1-loop daisy

graph (93). Upon the resummation of these daisy sub-diagrams to all orders, one ob-

tains all the 1-loop graphs featuring the ’wiggly’ power spectrum with the operator

exp{�⌃̂2} in front of them.

As far as ’wiggly’ vertices are concerned, there are only three diagrams to be dressed,
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Using (115) and resumming these three graphs we obtain the operator exp{�⌃̂2}
placed in front of the usual ’wiggly’ sunrise, fish and composite fish diagrams (i.e. the

third and the sixth diagrams of (88) plus the first graph of (43) taken with �w

3

).

Thus, the IR - resummation of the 1-loop ’wiggly’ power spectrum results in the
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Now we discuss how IR - resummation works if the 1-loop momenta are soft, i.e.

q

0  ⇤ ⌧ k. IR -resummation of diagrams like the second and the third graph of

(116) goes in a completely similar fashion since in these graphs the enhancement is

independent of q0. The diagrams like the first one of (116), which used to be enhanced

by q

0
/q in the hard regime, cease to bring any amplification so they can be neglected.

misha:Indeed we should take them into account when writing the exponent

in front of the full 1L-PS, but probably they are very suppressed.

As for the ’wiggly’ vertices, the leading IR part of the first daisy graph in (117)

has been already taken care of in the IR - resummation of the linear ’wiggly’ power

spectrum. The fish graphs, i.e. the second and third graphs of (117) can be resummed

even in the case of all the soft momenta. The usual ’wiggly’ fish diagram (the last one

in (88)) in the IR reads,
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where we took into account that �
3

(k,�k� q0
,q0) has two similar IR limits at q ! 0
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approach and their ’role’ is to reproduce eventually the SPT result. In order to further

renormalise the UV - behaviour and account properly for very short modes one has to

introduce new counter-terms for the �
n

vertices. This issue, however, is not the main

goal of this paper and will be addressed in detail elsewhere.

To make the connection with the SPT approach, i.e. to write TSPT as a series in

P

0

, it is very instructive to perform one - loop computation, to which we proceed now.

2.3.1 1-loop results and comparison with SPT

Let us now focus on the 1-loop PS (e.g. including next to leading order corrections

of P
0

). The field  used to be a generic field obeying (4) in the previous sections.

However, in order to switch to the familiar notation of SPT, it will be more convenient

to relabel this field as follows,

 ⌘  

2

, (31)

which is validated by the fact the filed  has to be identified with the velocity divergence

field as far as cosmology is concerned. In this subsection we will be studying the power

spectrum of the  
2

field,
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(d)(k

1

+ k
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In terms of Feynman diagrams, at the order O(P 2

0

) this is given by8 (the combinatorial

factors are included in the diagrams)

P
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k k
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(33) diagr1loop

The first graph is simply the linear power spectrum. The e↵ect of the second diagram

with C

2

is to cancel spurious UV divergences (⇠ P

2

0

(k)⇤3

UV

) appearing in the third,

so-called ’sunrise’ diagram (see (B) for more details). misha:More on UV here?

8Note that one-loop tadpole graphs have been already taken care of, see (30).
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Large scale structure: basics

Two cornerstones:

1) Initial probability distribution

1I) Time evolution

� is a random 	
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variable
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Poisson equation:

  

Dark matter as a fluid

Starting point are the hydrodynamic fluid 
equations in an expanding universe

fluid 
velocity
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(assumptions: matter is collisionless, pressureless, single-streaming)
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continuity:

Euler:

in combination with the Poisson equation
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Time - sliced perturbation theory (TSPT)
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statistical weights
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approach and their ’role’ is to reproduce eventually the SPT result. In order to further

renormalise the UV - behaviour and account properly for very short modes one has to

introduce new counter-terms for the �
n

vertices. This issue, however, is not the main

goal of this paper and will be addressed in detail elsewhere.

To make the connection with the SPT approach, i.e. to write TSPT as a series in

P

0

, it is very instructive to perform one - loop computation, to which we proceed now.

2.3.1 1-loop results and comparison with SPT

Let us now focus on the 1-loop PS (e.g. including next to leading order corrections

of P
0

). The field  used to be a generic field obeying (4) in the previous sections.

However, in order to switch to the familiar notation of SPT, it will be more convenient

to relabel this field as follows,

 ⌘  

2

, (31)

which is validated by the fact the filed  has to be identified with the velocity divergence

field as far as cosmology is concerned. In this subsection we will be studying the power

spectrum of the  
2

field,
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In terms of Feynman diagrams, at the order O(P 2

0

) this is given by8 (the combinatorial

factors are included in the diagrams)
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(33) diagr1loop

The first graph is simply the linear power spectrum. The e↵ect of the second diagram

with C

2

is to cancel spurious UV divergences (⇠ P

2

0

(k)⇤3

UV

) appearing in the third,

so-called ’sunrise’ diagram (see (B) for more details). misha:More on UV here?

8Note that one-loop tadpole graphs have been already taken care of, see (30).
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The density field
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Composite source

P (k1; t)

P (k2; t)
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write down the time dependence of the K

n

kernels on time explicitly. We can write

schematically (recall that K
1

= 1 for the adiabatic initial conditions)
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We will illustrate the method by evaluating the power spectrum for  
2
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Notice that when the functional derivative hits the K
n

expansion it produces contribu-

tions from the terms K
n

from which momentum k emanates. These composite source

contributions will be indicated with a big dot. Otherwise, when it acts on the Gaussian

part one can use the identity
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The previous expression shows that the power spectrum of the  
1

field at some given

loop order is the power spectrum of the  
2

field at the same order plus some corrections

coming from the K

n

terms,
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1�loop
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(⌘, k) = P

1�loop

 2 2
(⌘, k) + �P

1�loop

 1 1
(⌘, k), (42) eq:dPSfromth

where the new piece is composed of three new diagrams, which will be referred to as

composite fish, fly and composite sunrise

misha:Fell free to invent new names for them
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The final result reads (we only consider the late time results, and neglect exponentially

suppressed corrections)
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The density field
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Comparison with SPT
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(⌘, k), (42) eq:dPSfromth

where the new piece is composed of three new diagrams, which will be referred to as

composite fish, fly and composite sunrise

misha:Fell free to invent new names for them

�P

1�loop

 1 1
(⌘, k) =

k
q� k

�
3

K

2

+

q

q� k

K

2

K

2

+
k

q

K

3

(43) eq:Ddelta

The final result reads (we only consider the late time results, and neglect exponentially

suppressed corrections)

�P

1�loop

 1 1
(⌘, k) = e

4⌘

Z

[dq]

✓

K

2

(q,k� q))2P
0

(|k� q|)P
0

(q)

2
+K

3

(q,�q,k)P
0

(q)P
0

(k)

◆

+ e

4⌘

Z

[dq] [2I
2

(k,�q)P
0

(k)P
0

(q) + I

2

(q,k� q)P
0

(q)P
0

(|k� q|)]K
2

(q,k� q) .

(44)

15

+

approach and their ’role’ is to reproduce eventually the SPT result. In order to further

renormalise the UV - behaviour and account properly for very short modes one has to

introduce new counter-terms for the �
n

vertices. This issue, however, is not the main

goal of this paper and will be addressed in detail elsewhere.

To make the connection with the SPT approach, i.e. to write TSPT as a series in

P

0

, it is very instructive to perform one - loop computation, to which we proceed now.

2.3.1 1-loop results and comparison with SPT

Let us now focus on the 1-loop PS (e.g. including next to leading order corrections

of P
0

). The field  used to be a generic field obeying (4) in the previous sections.

However, in order to switch to the familiar notation of SPT, it will be more convenient

to relabel this field as follows,

 ⌘  

2

, (31)

which is validated by the fact the filed  has to be identified with the velocity divergence

field as far as cosmology is concerned. In this subsection we will be studying the power

spectrum of the  
2

field,

h 
2

(⌘,k
1

) 
2

(⌘,k
2

)i = P

 2 2(⌘, k1)�
(d)(k

1

+ k
2

). (32)

In terms of Feynman diagrams, at the order O(P 2

0

) this is given by8 (the combinatorial

factors are included in the diagrams)

P

L

 2 2
(⌘, k) + P

1�loop

 2 2
(⌘, k) =

k

+
k k

C

2

+
k k

q

�
4

+
k

q

k
q� k

�
3

�
3

(33) diagr1loop

The first graph is simply the linear power spectrum. The e↵ect of the second diagram

with C

2

is to cancel spurious UV divergences (⇠ P

2

0

(k)⇤3

UV

) appearing in the third,

so-called ’sunrise’ diagram (see (B) for more details). misha:More on UV here?

8Note that one-loop tadpole graphs have been already taken care of, see (30).

12

= P13 + P22 = P 1loop
��



IR safety

�n+1(~k1, ...,~kn, ~q)|q!0 ' �(3)
 

nX

i=1

~ki

!
nX

i=1

(~ki · ~q)
q2

�n(~k1, ...,~kn) + IR OK

NB.  Consequence of the equivalence principle,  
according to which all equal time correlators must be IR - safe

1) Loop integrants are not IR safe in SPT	


=> IR divergences

Loop integrants are IR safe in TSPT	


=> no IR divergences 

1I) in TSPT

(cf. Consistency conditions - Criminelli, Noreña, Simonovic, Vernizzi’14 	


Valages’13,  Kehagias et al.’13)

1) Loop integrants are not IR safe in SPT	


=> IR divergences



Towards UV - renormalisation

1) SPT (EFT of LSS):  
infinite amount of UV counter-terms with  
an arbitrary non-local time dependence 

1) TSPT: infinite amount of UV counter terms with  
fixed local time dependence 

�n =
1

a2(⌧)
�̂n

a) Necessary set of counter-terms: �ctr
n =

1

a2(⌧)
�̂ctr
n

�ctr
n � 1

am(⌧)
�̂ctr
n

b) Full set of counter-terms:

NB. QFT methods, renormalisation group 

c) Local in time!

effective coupl. const

Outlook   

IR resummation for higher correlation functions

inclusion of baryons

introduction of a UV cutoff and the corresponding 
renormalization (use methods from QFT such as 
renormalization group)

applications: primordial non-gaussianity

applications: non-standard dark matter (e.g. WDM)

Outlook   

IR resummation for higher correlation functions

inclusion of baryons

introduction of a UV cutoff and the corresponding 
renormalization (use methods from QFT such as 
renormalization group)

applications: primordial non-gaussianity

applications: non-standard dark matter (e.g. WDM)

time =  µ in QFT MS, M̄S
nb. gaussian i.c.

Pajer et al’15



IR safety and Ward identities

non-rel. diff of FRW

  

Dark matter as a fluid

Starting point are the hydrodynamic fluid 
equations in an expanding universe

fluid 
velocity

Hubble 
parameter

grav.
potential

(assumptions: matter is collisionless, pressureless, single-streaming)

density 
contrast

continuity:

Euler:

in combination with the Poisson equation

Physical solution in the limit q ! 0

As in the case without gravity, we would expect this mode to be the long wavelength limit of a

physical solution—and maybe to be related to the adiabatic mode discussed in the main text—but

this is not the case. Indeed the linearized equation for δ,

δ′′ +Hδ′ −
3

2
H2δ = 0 , (86)

gives the well-known solutions

Φ ∝ const. and Φ ∝ η−5 . (87)

Thus, the time-dependence (85) of the Goldstone is not a possibile solution! Formally, for q = 0, the

Goldstone solution exists but it cannot be extended to nonzero momentum.

The reason why this happens is that gravity is a long range interaction and this makes the q → 0

limit singular: indeed Φ is a non-local function of δ. In other words, gravity is gauging the Lorentz

(and thus Galileo) group and once a symmetry is gauged we do not expect the Goldstone mode to

survive: it will be “eaten” by the graviton and get a mass of order H, similarly to what happens in

the Higgs mechanism.6

A posteriori it is easy to see that Galilean invariance is a red herring. Indeed, the change of

coordinates in the non-relativistic limit [1, 2] that generates our adiabatic solution—see eq. (27)— is

η → η , xi → xi +
1

6
η2∂iΦL , (88)

which is not a Galilean transformation, eq. (84). We are adding a time-dependent (we have a

time-independent gradient in comoving coordinates, in physical coordinates it depends on time),

homogeneous gravitational force via a change of coordinates, which corresponds to an homogeneous

acceleration: the prototypical example of the equivalence principle.7 To make the distinction even

clearer, one can consider adding a test particle that violates the equivalence principle, i.e. with

a different ratio of gravitational and inertial mass. In this case Galilean invariance is obviously

untouched but the change of coordinates does not generate a physical solution, because the test

particle has a different acceleration with respect to the others as a consequence of the violation of the

equivalence principle. In this case, the long mode would be coupled to short modes not only through

the tidal forces and this would impair the discussed cancellation for the equal-time correlators, which

has thus nothing to do with Galilean invariance.
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1 IR safety and the Ward identity

The IR safety of the �n vertices is not a coincidence but rather the consequence of the

equivalence principle. In [1] it has been shown that according to the equivalence principle

the long - wavelength perturbations do not a↵ect the dynamics on short scales. This implies

that any apparent mode coupling between short and long wavelengths can be removed by

some coordinate transformation. On the other hand, it means that by making a coordinate

transformation one can generate a long wavelength perturbation and its coupling to a short

wavelength mode. Let us focus on matter dominance, whereH = 2/t. Consider the following

coordinate transformation1,

t ! t

✓
1 +

1

3
�L +

1

3
@i�Lx

i

◆
,

x ! x

✓
1� 5

3
�L

◆
� 5

3
x(x ·r)�L +

5

6
x

2r�L +
1

6
t

2r�L .

(1) coordtransf

Well inside the Hubble radius these transformations reduce to,

t ! t , x ! x+
1

6
t

2r�L . (2)

Acting on the short mode, the transformation (1) generates the long wavelength mode and

its coupling to the short one,

�S ! �S +
2

3H2
@i�S@i�L +

2

3H2
��L +O(H2

/q

2) ,

✓S ! ✓S +
2

3H2
@i✓S@i�L � 2

3H��L +O(H2
/q

2) .
(3) trans

Introducing the field  ⌘ �✓/H one has,

 =  S +  L =  S + � ⌘  S +
2

3H2
@i S@i�L +

2

3H��L , (4)

Going into Fourier space on can write down,

� (k) = � 2

3H2

Z
[dk0][dq]�(3)(k� k

0 � q)(k0 · q) S(k
0)�L(q)�

2

3H2
q

2�L(k) , (5)

where �L(k) is localized in the vicinity of some large scale q = 2⇡/�L, e.g.

�L(k) / �

(3)(k� q).

1Here by t we denote conformal time.

1

✓s ! ✓s +
2

3H2
@i✓@i�L +

2

3H2
��L

lim
q!0

q ·Wn+1(k1, ...,kn, q) = 0

Wn+1(k1, ...,kn, q) = O(q0)

�W
���
q!0

= 0


