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MSc/PhD research topics for advances in: 

 XRF quantification methodology  

 MA-XRF imaging analysis  

 XRF spectra deconvolution  

all topics requiring use/development of simulation programs and  

programming skills 

X-ray Fluorescence (XRF) is an elemental analysis technique characterized by its exceptional 
versatility and simplicity in analyzing almost any kind of material (solid, liquid, bulk, thin filmσ, 
powder, particles, etc.), providing rapid qualitative and quantitative results. In XRF analysis an 
incident X-ray beam generates inner-shell (K-, L-, M) ionization of sample atoms and 
subsequently the emission of element and energy specific X-rays (the so-called characteristic X-
rays).  With the use of energy dispersive X-ray spectrometers, the identification of the sample 
constituent elements (from atomic number Z=11 to Z=92) within a broad dynamic range of 
concentrations (from μg/g to wt.%) is simultaneous (qualitative analysis), whereas the recorded 
intensity of characteristic X-rays is used to deduce the respective analyte concentration 
(quantitative analysis). The ultimate goal in applying the XRF technique in various applications 
is to quantify the sample elemental composition and to generate element specific concentration 
maps (for 2D heterogenous samples) [1].  

A key and distinctive feature of the XRF technique, amongst other analytical spectroscopies, is 
the existence of a mathematical formulation that converts the measured characteristic X-ray 
peak areas to element’s weight percent. The relevant formalism developed back in 60’s, was 
further refined and improved to account for various second order enhancement phenomena of 
the fluorescence intensity [2-7]. The methodology to describe the analyte fluorescence intensity 
as the result of all the contributing fundamental physics interactions between the exciting X-ray 
beam and analyte atoms, is generally referred to as the Fundamental Parameter (FP) approach 
in XRF analysis [8-10]. In FP-based methods, the relationship between XRF intensities and the 
unknown concentrations of a multi-element sample is expressed through a set of well-defined 
nonlinear equations which can be solved iteratively so as the calculated spectrum matches the 
experimental one. This methodology sets a robust framework for XRF quantitative analysis, 
ideally without the need of any reference sample. However, it pre-requires good knowledge of 
measurement and instrument geometrical parameters, appropriate modelling of all primary 
and multiple order physics interactions governing the generation of the primary X-ray tube 
spectrum, the transport of exciting and outgoing X-rays within the sample and in the 
semiconductor detector, but also generic information about the sample type.  

The implementation of the FP methodology in XRF analytical applications includes several steps, 
starting from a reliable spectrum deconvolution procedure, communication with updated and 
evaluated databases of X-ray FPs and setting the required measurement, instrument and 
sample descriptive parameters using a friendly user-interface. So far, these basic requirements 
have been fulfilled to a great extent by the PyMca code developed by the software group of the 
European Synchrotron Radiation Facility (ESRF, http://pymca.sourceforge.net/). The PyMca 
Toolkit is a collection of Python tools for visualization and analysis of energy-dispersive XRF data. 
It builds its graphic interface and plotting routines on top of the C++ library Qt through its Python 
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binding PyQt or PySide. The data analysis routines can be used independently of any graphical 
interface and the code is platform independent (Linux, Windows, MacOS X, Solaris …) and freely 
available for non-commercial use. 

The PyMca software initially developed to process XRF data acquired at synchrotron facilities 
(2007) with emphasis to imaging (qualitative) analysis. However, it further developed to 
encompass X-ray tube spectra, compositional analysis of multi-layered samples including 
multiple order fluorescence enhancement mechanisms, but also Monte-Carlo based modelling.  

After almost of fifteen years of practical experience, certain shortcomings have been identified 
by the scientific community in view of the need to improve data analysis of complex spectra, to 
process more effectively large datasets generated by modern XRF scanners and to support 
compositional analysis of field portable XRF spectrometers.  For example, specific issues such as 
the need to cope more effectively with the lack of freedom to define the fitting parameters of 
individual peaks, the lack of flexibility in the background subtraction, the non-linear channel-
energy calibration effects observed sometimes in low energy X-ray detection and the necessity 
to include in some cases dominant multi-vacancy X-ray “shake” satellite lines have motivated 
the development of new software XRF analysis packages [1, 2].  

The XRF laboratory of the Institute of Nuclear and Particle Physics at NCSR “Demokritos” has 
accumulated long lasting experience in processing quantitatively XRF spectra from a great 
variety of samples acquired by either laboratory or portable spectrometers equipped with 
different X-ray sources and energy dispersive detection systems, including data processed by 
XRF set-ups operated at synchrotron sources. Overall, based on the accumulated experience 
specific needs and projects have been identified to upgrade PyMca functionality by developing 
dedicated software tools aiming to improve the accuracy of the FP-based methodology, and to 
allow deeper and more comprehensive quantitative evaluation of XRF spectra: 

1) Comparative evaluation of MA-XRF imaging data using Machine learning and 
Multivariate methods. In the case of macroscopic XRF (MA-XRF) analysis, tens of even 
hundreds of thousands of XRF spectra are generated by producing element specific 
distribution maps over large surfaces. In order to extract meaningful, interpretable and 
quantifiable information, the dimensionality of the raw data should be properly 
reduced. Multivariate techniques, such as Principle Component analysis followed by k-
means clustering have been already applied in numerous of applications. Additional 
techniques, such as the t-Distributed Stochastic Neighbour Embedding technique (t-SNE) 
[3, 4] or more recently the Application of Uniform Manifold Approximation and 
Projection (UMAP) [5] seem very promising. Moreover, t-SNE has demonstrated that can 
generate high statistics spectra that would contain enough information for qualitative 
and/or quantitative analysis of major, minor and even trace elements even from low-
statistics individual pixel spectra [3]. Apart the chemometric multivariate methods, 
unsupervised machine learning (ML) algorithms (SOM) based on neural networks, have 
also been proven very effective in reducing a large spectral image dataset to a handful 
of distinct clusters that share similar spectra [6]. Due to the broad range of MA-XRF 
applications and the subsequent necessity to extract from large datasets the hidden 
correlations, a systematic evaluation of ML and chemometric methods for MA-XRF 
imaging analysis must be performed to recommend optimum methodologies and reveal 
their limitations.   

2) XRF quantification using Machine Learning (ML) training approaches. The proposed 
research aims to offer a novel contribution in the XRF quantitation problem based on 
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the development, application and evaluation of Machine Learning (ML) training 
approaches. For example, the GAs generally have been proven to be a useful tool in 
solving real problems in many scientific fields presenting good search accuracy, but are 
flawed by poor precision [7-8]. Being inspired by the evolutionary biology, start with a 
stochastic population of solutions and sequentially evolve next generations (through 
inheritance, mutation, selection and crossover), based only on the better set of solutions 
as indicated by the given fitness function until a convergence criterion is fulfilled. The 
first use and evaluation of Genetic Algorithms as an optimization procedure was 
proposed for the quantitative XRF analysis of single-layer and multiple-layer films with 
very encouraging results [9-10]. This application was motivated by the GAs inherent 
insensitivity in initial conditions and the robustness of the FP approach as theoretical 
XRF framework. There are also other applications which have reported the use Artificial 
Neural Network (ANN) for fast classification of samples based on their XRF spectroscopic 
pattern [11-13]. From the results of the proposed research the merits, requirements and 
limitations imposed by the adopted ML training algorithms will be evaluated and an 
assessment will be carried out to which extent they can contribute in the standardization 
and interoperability of different commercial or custom developed XRF equipment.  

3) Description and Evaluation of RRS spectra: The Resonant Raman Scattering (RRS) is an 
inelastic X-ray scattering atomic process that occurs and significantly enhanced as the 
incident x-ray radiation approaches from lower energies the binding energy of an inner 
shell of the target atom [14-26]. This scattering process proceeds through an 
intermediate state with a virtual hole in the respective inner shell, whereas in the final 
state an emitted RRS photon and a photoelectron from a higher inner shell share 
together the available energy. The RRS emission energy dispersive spectrum includes 
distinct and predictable features for a specific element excited by an incident 
monoenergetic X-ray beam, similarly with the emission spectrum produced during the 
photo-ionization process. PyMca does not account for the presence of RRS peaks in XRF 
spectra, although there are cases when RRS features manifest and humper the analysis 
and quantification of important trace elements. 

4) Simultaneous quantification of multiple XRF datasets: In field portable XRF analysis 
using for example handheld XRF spectrometers, the optimized analytical protocols 
recommend multiple measurements of the same sample by different operational and 
hardware conditions to attain the maximum possible analytical sensitivity. Thus, in such 
cases, multiple spectra need to be evaluated and processed together integrated under 
the same FP based software platform. Similar needs exist in tunable energy synchrotron 
excited XRF analysis, or in benchtop XRF spectrometers using Cartesian geometry with a 
set of secondary targets. PyMca can deal with multiple spectra only sequentially and not 
in simultaneous mode, thus requiring from the user to apply manually time consuming 
iterative runs. This problem becomes more pronounced and may even affect the 
consistency of quantitative analysis when the matrix elements are analyzed in more than 
one analysis condition.  

5) Study and parametrization of electron based secondary ionization processes in XRF 
analysis: Secondary ionization processes following photon induced primary ionizations 
in matter may contribute significantly to the detected fluorescence radiation introducing 
significant errors in XRF quantitative analysis [27-30]. These contributions are totally 
ignored by quantitative analysis software packages such as the PyMca. in the case of XRF 
analysis of elements contained within a light matrix, energetic photoelectrons generated 
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by the primary ionization of light matrix atoms can next ionize locally (in short range 
from the point of their generation) the analyte low Z atoms, thus enhancing their 
fluorescence intensity. Also, in the case of low Z elements XRF analysis within a high Z 
matrix, apart the secondary fluorescence, the Auger electrons ionizations of low Z 
elements is also expected to provide significant contribution to their fluorescence 
intensity. Dedicated Monte Carlo estimations of the various contributions induced by 
electron based secondary ionization processes are needed to be carried out for bulk 
samples resembling cultural heritage materials and to develop appropriate 
mathematical framework to account for these phenomena in FP based calculations and 
if possible to incorporate these enhancement corrections within PyMca software  
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