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Numerical methods

Classical Mechanics around 1900

•Thinking in the West:
• If a problem has a solution, we know how to find it
•Other systems have no solution
•Reasonable physicists should move on to other problems

•Thinking in the Soviet Union
•Most systems have no analytic solution
•Those systems should have interesting properties of a different kind
•They are clearly candidates for randomness
•We need a way to define different degrees of randomness

•Start using ideas of statistics and Monte Carlo techniques in the field of 
physics
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• In many experiments, even when the conditions are kept the same, repeated 
measurements can yield different results

The results of individual measurements are unpredictable → possible results of 
a series of measurements can have a well-defined distribution

• events must be completely uncorrelated     (statistical independence)

• The number of trials needs to be large        (law of large numbers)
      = number of events observed in class i out of a total of 
      = probability of getting an event in class i
      = 

• for a continuously varying variable 
      = number of events observed in the interval between     and                                
         for values of    out of a total of    events
element of probability: 
       = probability density function
within the permissible range 

Probability
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• Throwing a dice: 
the probability that one scores a value    is 1/6
for a large number of throws    appears     /6 

• Emission of scintillation light:

scintillation photons are emitted isotropically
within a tube having all sides blackened except a small opening of solid 
angle         →               emitted photons will escape

•More common in a physics experiment → determine some parameter from 
a set of measurements:

experiment measures                        Crudely
• the probability that the true value of α has been in the range                

to              is 68.3%                          (inverse probability)
• the probability that the true value of α lies between               and            

is 0 or 1                                            (direct probability)

Examples of Probability
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Suppose we are making a measurement of a variable    to justify if the 
hypothesis     or     is true

• if     is true, the experimental distribution of  the variable     must follow

• If     is true, the distribution must be   

The experiment provides N events with measurements 

If     is true, the joint probability of getting these results:

the likelihood ratio:

is the probability that the particular experimental result with N events turns 
out the way it did assuming       is true divided by the probability that the 
experiment turns out the way it did assuming      is true.  (Betting odds of     
versus     )

Likelihood Ratio



Numerical methods

Use of Likelihood Ratio

•An experimenter in planning a new experiment must estimate a priori the 
number of measurements needed to prove a certain hypothesis

use the average logarithm of the likelihood ratio which is better behaved 
mathematically than the average ratio

e.g. study of      spin from its decay to 
hypothesis   :  if      has spin 0, the energy distribution of       in the laboratory 
frame will be flat
hypothesis   :  if      has spin 1, the energy distribution will follow

An experiment is to be designed to establish spin 0 of.     with odds of      to 1   
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Use of Likelihood Ratio

on average 30 events will be required

however, if 1 event is found with              , this would make

       one such event would be a proof of spin 0 of 

Fluctuation of           for a given 
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Maximum Likelihood Method

•Consider the estimation of the value of a parameter which is a continuous 
variable

then the number of hypotheses to be tested is infinite rather than a discrete 
set 

      use the same basic principle which says that the probability of any two 
different values of the parameter is the ratio of probabilities of getting a 
particular experimental result assuming the first parameter value and then 
the other value

                    truly normalised distribution function
                    parameter;             measurement; with

Then the likelihood function

is the joint probability distribution function of getting a particular set of 
experimental results

Relative probability of     can be obtained from the distribution of          vs   
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Maximum Likelihood Method

    = the most probable value of     (maximum likelihood solution)
    = the RMS spread of     about
       (conventional measure of accuracy in the determination of                )
    =

For              ,      approaches the true value of 

To determine     parameters.                      , determine                           and 
solve      simultaneous equations:
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Gaussian Distributions

• If the number of measurements is indefinitely increased, the width of the 
distribution of the measured parameter steadily decreases and the 
histogram approaches a smooth curve given by a distribution function 
known as Gaussian distribution

            measurement
            uncertainty in the measurement

               

for a set of measurements      with the corresponding uncertainties     , the 
likelihood function

Then

Thus
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Gaussian Distributions

So the solution of                         is given by

                                                                        (weighted mean)

when all measurement errors are the same
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For large     ,          approaches a Gaussian distribution:

with           as the RMS spread of       around

Thus

If               follows a Gaussian distribution

if          is truly Gaussian,            is the same for all values of     ,
otherwise it is better to use the average

Maximum Likelihood Error
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Maximum Likelihood Error

it is important at the time of designing an experiment to estimate the 
number of events required to measure a parameter with a given accuracy

          Determine           averaged over many experiments each with           
events

For 1 event,

For       events

where the parameter is extracted from the distribution
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Maximum Likelihood Error

                       the second term drops out

Let us consider the decay                        and study the energy distribution 
of the decay electron

need to determine      with an accuracy of  1% for 
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Maximum Likelihood Error

Thus

so

and

1% accuracy

                                                                    for 
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Maximum Likelihood Error
An experiment with      events        measures      parameters

The earlier formula                              is applicable when the parameters 
are uncorrelated, i.e.,                                  for all           with

For the general case, use Taylor’s expansion:

For                           , the most probable value        corresponds to

Neglecting higher order terms.
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Maximum Likelihood Error
This gives rise to a      dimensional Gaussian surface.

The formula for the uncertainty depends on the approximation that             
 
        is Gaussian-like in the region
        Is a symmetric matrix

Let       = unitary matrix which diagonalises 

with       = diagonal matrix

Let                               and  

Then the element of probability in      —space
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Maximum Likelihood Error
The Jacobian relating the volume space         and          is

      -dimensional Gaussian surface → product of       independent one-
dimensional Gaussians

Thus                                               with

Averaging over repeated measurements
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Error Estimation
Measure the range of mono-energetic particles:

Let it follow Gaussian distribution with mean range        and straggling 
coefficient

The maximum likelihood solution is obtained using
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Error Estimation
The matrix       is obtained by evaluating

Thus

This leads to

These are errors on error and correlation between                is zero
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Error Propagation
Let a single physical quantity      be a function of         parameters:

The best estimate of      is

To the first order in 
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Error Propagation
In general       physical parameters                      are known functions of       
parameters                        whose error matrix is known

If          constitutes the derivative matrix     , then  

This is the basic principle of error propagation
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Systematic Uncertainties
A variety of processes cause systematic effects in a measurement.

For example, nuclear or high-energy physics experiments study 
scatterings of particles or nuclei and measure the probability of 
interaction. In these measurements, there could be effects due to
• background 
• selection bias
• detector acceptance
• detector inefficiency
• resolution in the measurement
• dead time
•  ………..

In principle one can determine the systematic uncertainty by introducing it 
in the overall likelihood function through additional parameters     
likelihood solution will determine systematic uncertainty

Let us go back to the example of a beam of particles with mean range        
and straggling constant      . Let there be an unknown background particle 
with  uniform range distribution be present
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Systematic Uncertainties
So the probability density function

is modified to  

with

The solution          is related to the percentage of the background.       
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Confidence Interval
The probability that the parameter value     lies between      and
Confidence Level

This depends on the arbitrariness of the choice of the parameter. For 
example, consider the area under the tail

Now choose a physical parameter                  with
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Confidence Interval
The numerical value of the confidence interval depends on the choice of 
the physical parameter

Only the maximum likelihood solution and relative probabilities are 
unaffected by the choice of the parameter  
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Bartlett S Function
This function is defined to avoid the arbitrariness of the confidence 
interval.

Define a function          with a mean of 0 and a standard deviation of 1
This is independent of the choice of    :

with

If        is Gaussian with a mean        and standard deviation

68.3% confidence interval in     can be obtained by solving for      in
                                                    and

95% (2 standard deviations) interval in     is obtained by solving
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Bartlett S Function
The mean:

The mean squared:

Now



Numerical methods

Binomial Distribution
Events belong to one of the two possible classes

If.    is the probability that an event belongs to class 1, then the probability 
of observing       out of      events in class 1: 

For a given experimental result of the above type, the Likelihood function
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Binomial Distribution

There is a measurement of the count of electrons in the decay of muon in 
the forward hemisphere: (Remember.                               ) 

Observing frequency:  
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Poisson Distribution
      = probability of having an event at a distance
         Probability having 0 event in a length

since 

             = probability of having      events in length 
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Poisson Distribution
The Likelihood function:
        

which leads to

while
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Extended Maximum Likelihood
In the standard likelihood formalism, the distribution functions are always 
normalised to unity

This requirement is strictly not necessary — one needs to use the correct 
probability of getting experimental distribution

           Estimate the absolute normalisation

                Probability of getting an event within an interval 

The average number of events in the experiment when it is repeated 
many times

Probability of getting no events in an interval

Probability of getting no events in the entire interval
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Extended Maximum Likelihood
The element of probability for a particular experimental result of         
events at                                is

The solutions                    are still given by       -simultaneous equations

where the error is

with

     does not appear explicitly in the formula
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Maximum Likelihood Method
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Multi-Parameter Fit
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Error Estimation



Numerical methods

Error Estimation
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Pros and Cons of Likelihood Method
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An Example
Let there be a sample which contains two radioactive species:

                      lifetime of the two species

                      the initial decay rates of each of the species

                      denotes  the time

The probability density function is then
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Solution to the Problem
Standard Method:

To determine      ’s, use the normalised probability distribution function

with

             would be determined using the auxiliary equation

Extended maximum likelihood method:

             are determined directly from 

             need not be     
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Let      measurements at points                        lead to the experimental 
results

e.g. Each experiment consists of event counting 
       (measurement     with        events)

Then                 and are Poisson distributed with 

                 denotes the curve fitted 
through the experimental points

The Least Square Method
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The Least Square Method
The best fit corresponds to                 coming from     -simultaneous 
equations:

If        ’s are Gaussian distributed with standard deviations 

               with

Solutions                 can be obtained by minimising        or maximising       
using
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The Least Square Method
Let           = minimum value of      (least square sum)

Values of      which minimise                      the least square solution

Here, the least square and maximum likelihood solutions are identical.

Least square errors:

                                                                        with
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Example of Least Squared Method
       = linear in 

In matrix notation;

Then

and

Let

Then
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Example of Least Squared Method

Let the curve be a parabola

Then X Y
—0.6 5±2
—0.2 3±1
0.2 5±1
0.6 8±2

      Get                     
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The Least Square Method
It is customary to denote       as an improved set of estimate over the 
measured values of 

The least squared sum is

with         = the error matrix

In the definition, one assumes independent variables, i.e.,           has no 
non-zero off-diagonal terms

We can start with correlated variables      and then transform them to 
independent variables      using a set of linear transformation

                                                       such that 

                                                       is diagonal
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The Least Square Method
If        is non-singular, there must exist        such that

In   -space, one can always get solutions from

and transform them back to     -space
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Chi-Square Fit
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Chi-Square Fit
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Some Examples
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Some Examples
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Error Estimation
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Error Estimation
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Minimisation Procedure
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Minimisation Procedure
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Minimisation Method
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Minimisation Method
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Minimisation Method
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Local versus Global


