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The topics under discussion

● MW determination at hadron colliders: observables and techniques

● different classes of radiative corrections, theoretical uncertainties  →  impact on MW
● final state QED corrections

● EW and mixed QCDxEW corrections

● PDF uncertainties
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MW determination at hadron colliders: observables and techniques

●MW extracted from study of the 
  lepton-pair transverse mass, lepton transverse momentum, missing transverse momentum distributions
  thanks to the jacobian peak that enhances the sensitivity to MW

●MW is extracted with a template fit technique:    the best available theoretical model 
  (MC event generator including radiative corrections + detector simulation) is used to prepare
  templates (i.e. distributions) each with a different MW value;
  the template that best fits the data selects the corresponding MW value as the preferred MW

●The accuracy of the templates (missing higher order, PDF uncertainties, etc)
  is a source of theoretical systematic error on MW

●Challenging measurement: 
  a distortion at the few per mil level of the distributions yields a shift of O(10 MeV) of the MW value

●Transverse mass:  important detector smearing effects,  moderate impact from the ptW modeling
  Lepton pt:            moderate detector effects,                extremely sensitive to the ptW modeling
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Available simulation tools

● analytic resummation of log(ptV/MV) with NNLL accuracy:     ResBos arXiv:hep-ph/9704258                
                                  with NNLO-QCD + NNLL accuracy     DYRes  arXiv:1507.06937     

● QED FSR multiple photon description:                                  Photos       Comput.Phys.Commun. 79 (1994) 291-308 

                                                                                             HORACE 1.0 hep-ph/0303102, hep-ph/0502218

                                                                                             PYTHIA QED arXiv:0710.3820

● NLO-EW corrections :                                                         WZGRAD hep-ph/9807417, hep-ph/0108274

                                                                                             RADY hep-ph/0109062, arXiv:0911.2322

                                                                                             SANC  arXiv:hep-ph/0506110 , arXiv:0711.0625

● event generator with NLO-EW + QED-PS:                            HORACE 3.1 hep-ph/0609170, arXiv:0710.1722

● event generator with NLO-QCD + QCD-PS:                        POWHEG arXiv:0805.4802

● event generator with NLO-(QCD+EW) + (QCD+QED)-PS:   POWHEG arXiv:1201.4804,
                                                                                                                                                                      arXiv:1202.0465, arXiv:1302.4606

● event generator with NNLO-QCD + QCD-PS accuracy:        DYNNLOPS arXiv:1407.2940

                                                                                              SHERPA@NNLO with UN²LOPS
                                                                                                 arXiv:1405.3607



The template-fit procedure applied to theoretical predictions

● the template fit allows to compare two theoretical models:
   one takes the role of the data and is used to generate one histogram (called   pseudodata)
         with a fixed hypothesis for MW₀
   the other is used to generate several histograms (called templates) for different MWi values

● examples of “models”: simulations using different PDF sets or including different sets of rad.corr.

● the comparison of the pseudodata with the different templates selects a preferred MŴ value

● the difference MŴ - MW₀ is an estimate of the difference that we would obtain 
   if we would fit the real data once with model 1 and then with model 2

● this approach is used to classify the role of radiative corrections in the MW measurement
    e.g. if you do not include a given set of corrections, the result of the fit will be shifted by XXX MeV

→ the absence in the MW fit of available corrections must be quoted as a theoretical systematic error; 
    residual unknown effects induce an additional component of the theoretical component of the error



The template-fitting procedure: PDF example
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Nbins⇧
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⇤
Odata
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�
�data
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⇥2 i = 1, . . . , Ntempl

Pseudodata:
a given member/replica 

CT10, MSTW2008CPdeut,
NNPDF2.3, NNPDF3.0,

MMHT2016
generated with MW₀

Template 1
MW(1)=80.312 GeV

NNPDF2.3 rep.0

Template 2
MW(2)=80.300 GeV

NNPDF2.3 rep.0

Template 3
MW(3)=80.302 GeV

NNPDF2.3 rep.0

Template 100
MW(100)=80.470
NNPDF2.3 rep.0

χ²(1)

χ²(2)

χ²(3)

χ²(100)

Best fit
shift induced by PDFs, w.r.t. NNPDF2.3 rep.0

MW(3)-MW₀

for a given member/replica we consider
the ptl bins in the range  [29, 49] GeV

see also Bozzi, Rojo, Vicini, Phys.Rev.D83 (2011) 113008
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● the template fitting procedure
   measures the relative distance between NNPDF2.3 replica 0    and  all the other sets/replicas
   it is an estimate of the difference that we would find if we would fit the real data with different PDFs
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Final state QED corrections
● Photos vs Horace  
    Kotwal, Jayatilaka, arXiv:1510.02458
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FIG. 2: Clockwise from top-left: comparisons of the distributions
of log10(yg ), log10(DR(lg)), ng , and log10(Eg/GeV) for the g⇤/Z !
e

+
e

�+ng process between the “Born” mode of OLD HORACE inter-
faced with PHOTOS and OLD HORACE in the exponentiation mode.
The comparisons are shown separately for low (Eg < 400 MeV) and
high-energy (Eg > 400 MeV) photons. The smaller of the two DR

values with respect to the two electrons is shown.

fit type mhorace �mphotos (MeV)
electron muon

W transverse mass 0.0±0.6 0.0±0.4
W lepton p

T

�0.4±0.4 0.0±0.4
W neutrino p

T

0.6±0.8 1.4±0.6
W E/p 0.4±0.1 -
Z cluster mass 0.2±0.4 -
Z track mass �1.0±0.6 �0.8±0.3

TABLE I: Difference between HORACE and PHOTOS pseudo-data in
fitted masses. The shift in the dimensionless E/p value has been
multiplied by 80 GeV to convert to the equivalent shift in the fitted
W -boson mass. Templates were made using PHOTOS. The statisti-
cal errors are shown. The templates and pseudo-data use 10 billion
events at the generator level as the input to the detector simulation.

tially identical to Table II which uses HORACE templates. The
two tables provide validation that the comparison of the two
pseudo-data samples does not depend on the template choice,
as long as the same templates are used for the fits being com-
pared.

V. CONCLUSIONS

We find that the QED generators OLD HORACE and PHO-
TOS agree with each other in the photon rates and distribu-
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FIG. 3: Clockwise from top-left: comparisons of the distributions
of log10(yg ), log10(DR(lg)), ng , and log10(Eg/GeV) for the W

+ !
e

+n + ng process between the “Born” mode of OLD HORACE inter-
faced with PHOTOS and OLD HORACE in the exponentiation mode.
The DR is computed with respect to the positron.
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FIG. 4: Clockwise from top-left: comparisons of the distributions
of log10(yg ), log10(DR(lg)), ng , and log10(Eg/GeV) for the g⇤/Z !
µ+µ�+ ng process, separated into low (Eg < 400 MeV) and high-
energy (Eg > 400 MeV) photons. The smaller of the two DR values
with respect to the two muons is shown.

tions. The only noticeable difference is in the photon angu-
lar distribution for the g⇤/Z ! e

+
e

� + ng process, at small
angular separation from the nearest lepton. We quantify the
comparison by computing relative W and Z-boson mass shifts,
and find them to be consistent with ⇡ 0.7 MeV within statisti-
cal uncertainties. We conclude that a systematic uncertainty
of 0.7 MeV would account for any differences in the FSR
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Figure 3: Upper plots: comparison between Pythia and Photos for the relative lepton-photon p`�T for
the decay W ! µ⌫ (left) and W ! e⌫ (right) at the LHC. The results have been obtained using the
standard QCD Powheg version interfaced to Pythia and Photos , respectively. Lower plots: the same
as in the upper plots for Horace and Photos . The predictions have been obtained at LO accuracy in
QCD, using Horace and HoraceLO + Photos , respectively.

In this study, we noticed that the three programs agree in the description of the energy spec-791

trum, whereas they provide di↵erent results for the relative angular distribution, with a better792

agreement between Photos and Horace than between Photos and Pythia , as visible in Fig-793

ure 3. This has to be ascribed to the theoretical model implemented in Pythia , which simulates794

the angular degree of freedom of QED radiation according to the behavior dpT/pT , pT ⌘ p`�T . On795

the contrary, Photos and Horace describe the angular variable using a similar model, dictated796

by the eikonal approximation d�/d cos ✓ / 1/(1�� cos ✓), where cos ✓ ⌘ cos ✓`� and � is the lepton797

velocity. As a consequence, Pythia allows to keep under control the big collinear logarithms L798

in the LL approximation, whereas Photos and Horace provide predictions which are accurate799

at NLL accuracy in QED (REFERENCE?).800

In summary, this analysis provides a complete explanation of the systematic di↵erences ob-801

served in our study, in particular the dependence from the lepton flavor and ES conditions.802

24

● template fit based on HORACE LO templates (no detector simulation), bare leptons

● Photos vs PYTHIA QED-PS
   CCMMNPV, in preparation

The results obtained with the updated version of Horace are, by definition, at LO accuracy538

in QCD, in accordance with the procedure adopted at the Tevatron for the assessment of the539

QED/EW uncertainties. The simulations have been performed using MRST2004QED [78] as540

PDFs set, with factorization scale µF = M`⌫(�), where M`⌫(�) is the invariant mass of the decaying541

W boson.542

The Powheg results, obtained with Powheg v2 without or with NLO EW corrections,543

always include NLO+PS QCD corrections in the production model. The simulations have been544

done using MSTW 2008 NLO [78] as PDFs set, with factorization/renormalization scale µF =545

µR = M`⌫(�). For the hfact parameter we use the default value of Powheg for single W/Z546

production: hfact ! 1.547

Usiamo hfact oppure hdamp?548

The QCD PS modeling is always performed in terms of Pythia 8. For the modeling of QED549

FSR, we use both Pythia 8 and Photos version 3.56, the latter without QED matrix element550

corrections.551

Let us note, in conclusion, that the specific choice of the PDFs sets and of the factoriza-552

tion/renormalization scale is irrelevant for the study of purely EW e↵ects on MW , the theoretical553

contributions under scrutiny here being independent of those QCD details. In the case of mixed554

QCDxEW e↵ects, these choices enter as a higher-order correction.555

5.2 QED and lepton-pair corrections556

In Table 2 we show theW mass shifts induced by QED and EW contributions at di↵erent accuracy557

levels. All the results are obtained using Horace-3.1 , with the exception of the last line which558

contains results derived from Photos as QED tool on top of the LO events generated with559

Horace-3.1 . The predictions refer to muons and bare electrons for W+ production and decay560

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy561

without any QCD correction, neither fixed-order nor from Parton Shower.

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min

= 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

562

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts563

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is564

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to565

15

·shifts of O(100 MeV) for muons and of O(200 MeV) for bare electrons; similar shifts for MT and ptl
·multiple photon radiation reduce the impact of the first photon emission
·the effect of weak and subleading QED terms, in HORACE matched, at the few MeV level
·the emission of additional pairs yields a shift of O(3-5 MeV) with the same sign of the first photon
                                              the shift depends on the emitting lepton

Photos and Horace have very good agreement
differences on MW at 2 MeV level

real QED radiation is described by 
an angle in Photos and by the relative pt in PYTHIA 
→ differences at small relative pt
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Combining QCD and QED-FSR  (I)

● the transverse mass does not receive large QCD corrections (the log(ptV/mV) terms cancel)
   the lepton pt  instead requires the resummation to all orders of log(ptV/mV) enhanced terms
                  (lepton pt stems from W decay but also from the W recoil against QCD radiation, coll.div.)

● we call “production model” the purely QCD description adopted as lowest order approximation
   to simulate all the relevant observables  (at the Tevatron the choice was on ResBos) ;   
   the templates used in the analysis are based on this model (the shifts are expressed in this unit)
   the following results are based on POWHEG NLO-QCD + QCD-PS  (Pythia 8.1)

● → are QED-FSR effects preserved after the convolution with QCD radiation?
   → how large are the mixed O(ααs)  QCDxQED effects induced by the convolution?
   → how sensitive are mixed corrections to the exact description of the kinematics of the process?
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Combining QCD and QED-FSR  (I)

● comparison of the impact of QED FSR in presence of two different “production models”:
   LO  vs  NLO-(QCD) + (QCD)-PS
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• 1 vs. 3 and 2. vs. 4: the di↵erence between these theoretical options provides an estimate654

of the contribution of mixed O(↵↵s) corrections, beyond the approximation given by the655

“naive” factorization �QCD
ISR

⇥�QED
FSR

of the first two lines, that contain just a part of the656

factorizable QCD-EW corrections. The estimate of these e↵ects amounts to a ⇠ 6± 2 MeV657

shift for the transverse mass and to a shift of the order of ⇠ 11 ± 5 MeV for the lepton658

transverse momentum, in the case of muons; for both bare and recombined electrons the659

shifts are of the size of ⇠ 5± 2 MeV and ⇠ 13± 5 MeV for MT and pT , respectively. This660

is a measure of the accuracy inherent in the use of a generator given by a tandem of tools661

like ResBos+Photos (like in the present Tevatron measurements) in the sector of mixed662

QCD-EW corrections.663

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,664

in our opinion, one of the most important and original aspects of our study. It is a not negligible665

uncertainty, in particular in view of the target precision of future measurements at the Tevatron.666

Since its size is the same for muons and electrons, this points out, interestingly, that it does not667

depend on the lepton mass and comes therefore from the non-logarithmically QED enhanced part668

of the EW NLO matrix element when associated to QCD corrections. This is in agreement with669

the independent study recently presented by Schwinn on the basis of the perturbative calculation670

of factorizable O(↵↵s) corrections [reference?].671

5.4.2 Results for the LHC672

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-673

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos674

comparison, as well as on mixed QCD-EW corrections, apply in this case.675

Templates: NLO-QCD+QCD
PS

MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO-QCD+(QCD+QED)
PS

Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO-QCD+(QCD+QED)

PS

Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO-(QCD+EW)+(QCD+QED)

PS

Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO-(QCD+EW)+(QCD+QED)

PS

Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are computed using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and
no QED corrections. The statistical uncertainty is smaller than in other tables since we use larger MC
samples (400M instead of 100M ?????).

676

However, further considerations can be drawn by comparing the results of table 5, where QCD677

corrections in the production model are taken into account, with those in table 2, which correspond678
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The results obtained with the updated version of Horace are, by definition, at LO accuracy538

in QCD, in accordance with the procedure adopted at the Tevatron for the assessment of the539

QED/EW uncertainties. The simulations have been performed using MRST2004QED [78] as540

PDFs set, with factorization scale µF = M`⌫(�), where M`⌫(�) is the invariant mass of the decaying541

W boson.542

The Powheg results, obtained with Powheg v2 without or with NLO EW corrections,543

always include NLO+PS QCD corrections in the production model. The simulations have been544

done using MSTW 2008 NLO [78] as PDFs set, with factorization/renormalization scale µF =545

µR = M`⌫(�). For the hfact parameter we use the default value of Powheg for single W/Z546

production: hfact ! 1.547

Usiamo hfact oppure hdamp?548

The QCD PS modeling is always performed in terms of Pythia 8. For the modeling of QED549

FSR, we use both Pythia 8 and Photos version 3.56, the latter without QED matrix element550

corrections.551

Let us note, in conclusion, that the specific choice of the PDFs sets and of the factoriza-552

tion/renormalization scale is irrelevant for the study of purely EW e↵ects on MW , the theoretical553

contributions under scrutiny here being independent of those QCD details. In the case of mixed554

QCDxEW e↵ects, these choices enter as a higher-order correction.555

5.2 QED and lepton-pair corrections556

In Table 2 we show theW mass shifts induced by QED and EW contributions at di↵erent accuracy557

levels. All the results are obtained using Horace-3.1 , with the exception of the last line which558

contains results derived from Photos as QED tool on top of the LO events generated with559

Horace-3.1 . The predictions refer to muons and bare electrons for W+ production and decay560

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy561

without any QCD correction, neither fixed-order nor from Parton Shower.

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min

= 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

562

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts563

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is564

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to565

15

● comparison between Photos on top of the pure LO  vs Photos on top of the QCD production model
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• 1 vs. 3 and 2. vs. 4: the di↵erence between these theoretical options provides an estimate654

of the contribution of mixed O(↵↵s) corrections, beyond the approximation given by the655

“naive” factorization �QCD
ISR

⇥�QED
FSR

of the first two lines, that contain just a part of the656

factorizable QCD-EW corrections. The estimate of these e↵ects amounts to a ⇠ 6± 2 MeV657

shift for the transverse mass and to a shift of the order of ⇠ 11 ± 5 MeV for the lepton658

transverse momentum, in the case of muons; for both bare and recombined electrons the659

shifts are of the size of ⇠ 5± 2 MeV and ⇠ 13± 5 MeV for MT and pT , respectively. This660

is a measure of the accuracy inherent in the use of a generator given by a tandem of tools661

like ResBos+Photos (like in the present Tevatron measurements) in the sector of mixed662

QCD-EW corrections.663

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,664

in our opinion, one of the most important and original aspects of our study. It is a not negligible665

uncertainty, in particular in view of the target precision of future measurements at the Tevatron.666

Since its size is the same for muons and electrons, this points out, interestingly, that it does not667

depend on the lepton mass and comes therefore from the non-logarithmically QED enhanced part668

of the EW NLO matrix element when associated to QCD corrections. This is in agreement with669

the independent study recently presented by Schwinn on the basis of the perturbative calculation670

of factorizable O(↵↵s) corrections [reference?].671

5.4.2 Results for the LHC672

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-673

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos674

comparison, as well as on mixed QCD-EW corrections, apply in this case.675

Templates: NLO-QCD+QCD
PS

MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO-QCD+(QCD+QED)
PS

Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO-QCD+(QCD+QED)

PS

Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO-(QCD+EW)+(QCD+QED)

PS

Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO-(QCD+EW)+(QCD+QED)

PS

Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are computed using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and
no QED corrections. The statistical uncertainty is smaller than in other tables since we use larger MC
samples (400M instead of 100M ?????).

676

However, further considerations can be drawn by comparing the results of table 5, where QCD677

corrections in the production model are taken into account, with those in table 2, which correspond678

19

The results obtained with the updated version of Horace are, by definition, at LO accuracy538

in QCD, in accordance with the procedure adopted at the Tevatron for the assessment of the539

QED/EW uncertainties. The simulations have been performed using MRST2004QED [78] as540

PDFs set, with factorization scale µF = M`⌫(�), where M`⌫(�) is the invariant mass of the decaying541

W boson.542

The Powheg results, obtained with Powheg v2 without or with NLO EW corrections,543

always include NLO+PS QCD corrections in the production model. The simulations have been544

done using MSTW 2008 NLO [78] as PDFs set, with factorization/renormalization scale µF =545

µR = M`⌫(�). For the hfact parameter we use the default value of Powheg for single W/Z546

production: hfact ! 1.547

Usiamo hfact oppure hdamp?548

The QCD PS modeling is always performed in terms of Pythia 8. For the modeling of QED549

FSR, we use both Pythia 8 and Photos version 3.56, the latter without QED matrix element550

corrections.551

Let us note, in conclusion, that the specific choice of the PDFs sets and of the factoriza-552

tion/renormalization scale is irrelevant for the study of purely EW e↵ects on MW , the theoretical553

contributions under scrutiny here being independent of those QCD details. In the case of mixed554

QCDxEW e↵ects, these choices enter as a higher-order correction.555

5.2 QED and lepton-pair corrections556

In Table 2 we show theW mass shifts induced by QED and EW contributions at di↵erent accuracy557

levels. All the results are obtained using Horace-3.1 , with the exception of the last line which558

contains results derived from Photos as QED tool on top of the LO events generated with559

Horace-3.1 . The predictions refer to muons and bare electrons for W+ production and decay560

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy561

without any QCD correction, neither fixed-order nor from Parton Shower.

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min

= 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

562

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts563

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is564

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to565

15

● comparison between Photos on top of the pure LO  vs Photos on top of the QCD production model
● transverse mass:  the order of magnitude of the shifts is preserved by QCD radiation
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• 1 vs. 3 and 2. vs. 4: the di↵erence between these theoretical options provides an estimate654

of the contribution of mixed O(↵↵s) corrections, beyond the approximation given by the655

“naive” factorization �QCD
ISR

⇥�QED
FSR

of the first two lines, that contain just a part of the656

factorizable QCD-EW corrections. The estimate of these e↵ects amounts to a ⇠ 6± 2 MeV657

shift for the transverse mass and to a shift of the order of ⇠ 11 ± 5 MeV for the lepton658

transverse momentum, in the case of muons; for both bare and recombined electrons the659

shifts are of the size of ⇠ 5± 2 MeV and ⇠ 13± 5 MeV for MT and pT , respectively. This660

is a measure of the accuracy inherent in the use of a generator given by a tandem of tools661

like ResBos+Photos (like in the present Tevatron measurements) in the sector of mixed662

QCD-EW corrections.663

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,664

in our opinion, one of the most important and original aspects of our study. It is a not negligible665

uncertainty, in particular in view of the target precision of future measurements at the Tevatron.666

Since its size is the same for muons and electrons, this points out, interestingly, that it does not667

depend on the lepton mass and comes therefore from the non-logarithmically QED enhanced part668

of the EW NLO matrix element when associated to QCD corrections. This is in agreement with669

the independent study recently presented by Schwinn on the basis of the perturbative calculation670

of factorizable O(↵↵s) corrections [reference?].671

5.4.2 Results for the LHC672

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-673

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos674

comparison, as well as on mixed QCD-EW corrections, apply in this case.675

Templates: NLO-QCD+QCD
PS

MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO-QCD+(QCD+QED)
PS

Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO-QCD+(QCD+QED)

PS

Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO-(QCD+EW)+(QCD+QED)

PS

Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO-(QCD+EW)+(QCD+QED)

PS

Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are computed using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and
no QED corrections. The statistical uncertainty is smaller than in other tables since we use larger MC
samples (400M instead of 100M ?????).

676

However, further considerations can be drawn by comparing the results of table 5, where QCD677

corrections in the production model are taken into account, with those in table 2, which correspond678

19

The results obtained with the updated version of Horace are, by definition, at LO accuracy538

in QCD, in accordance with the procedure adopted at the Tevatron for the assessment of the539

QED/EW uncertainties. The simulations have been performed using MRST2004QED [78] as540

PDFs set, with factorization scale µF = M`⌫(�), where M`⌫(�) is the invariant mass of the decaying541

W boson.542

The Powheg results, obtained with Powheg v2 without or with NLO EW corrections,543

always include NLO+PS QCD corrections in the production model. The simulations have been544

done using MSTW 2008 NLO [78] as PDFs set, with factorization/renormalization scale µF =545

µR = M`⌫(�). For the hfact parameter we use the default value of Powheg for single W/Z546

production: hfact ! 1.547

Usiamo hfact oppure hdamp?548

The QCD PS modeling is always performed in terms of Pythia 8. For the modeling of QED549

FSR, we use both Pythia 8 and Photos version 3.56, the latter without QED matrix element550

corrections.551

Let us note, in conclusion, that the specific choice of the PDFs sets and of the factoriza-552

tion/renormalization scale is irrelevant for the study of purely EW e↵ects on MW , the theoretical553

contributions under scrutiny here being independent of those QCD details. In the case of mixed554

QCDxEW e↵ects, these choices enter as a higher-order correction.555

5.2 QED and lepton-pair corrections556

In Table 2 we show theW mass shifts induced by QED and EW contributions at di↵erent accuracy557

levels. All the results are obtained using Horace-3.1 , with the exception of the last line which558

contains results derived from Photos as QED tool on top of the LO events generated with559

Horace-3.1 . The predictions refer to muons and bare electrons for W+ production and decay560

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy561

without any QCD correction, neither fixed-order nor from Parton Shower.

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min

= 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

562

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts563

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is564

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to565

15

● comparison between Photos on top of the pure LO  vs Photos on top of the QCD production model
● transverse mass:  the order of magnitude of the shifts is preserved by QCD radiation
● lepton pt: sensible increase of the overall shift 
                 (broader shape of the distribution due to very large QCD corrections O(ααsⁿ)
                  → enhancement of the QED effects,     sensitivity to QCD details)
                 a large fraction of these effects already part of the current analyses
                 (ResBos x Photos,  POWHEG x Photos)
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• 1 vs. 3 and 2. vs. 4: the di↵erence between these theoretical options provides an estimate654

of the contribution of mixed O(↵↵s) corrections, beyond the approximation given by the655

“naive” factorization �QCD
ISR

⇥�QED
FSR

of the first two lines, that contain just a part of the656

factorizable QCD-EW corrections. The estimate of these e↵ects amounts to a ⇠ 6± 2 MeV657

shift for the transverse mass and to a shift of the order of ⇠ 11 ± 5 MeV for the lepton658

transverse momentum, in the case of muons; for both bare and recombined electrons the659

shifts are of the size of ⇠ 5± 2 MeV and ⇠ 13± 5 MeV for MT and pT , respectively. This660

is a measure of the accuracy inherent in the use of a generator given by a tandem of tools661

like ResBos+Photos (like in the present Tevatron measurements) in the sector of mixed662

QCD-EW corrections.663

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,664

in our opinion, one of the most important and original aspects of our study. It is a not negligible665

uncertainty, in particular in view of the target precision of future measurements at the Tevatron.666

Since its size is the same for muons and electrons, this points out, interestingly, that it does not667

depend on the lepton mass and comes therefore from the non-logarithmically QED enhanced part668

of the EW NLO matrix element when associated to QCD corrections. This is in agreement with669

the independent study recently presented by Schwinn on the basis of the perturbative calculation670

of factorizable O(↵↵s) corrections [reference?].671

5.4.2 Results for the LHC672

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-673

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos674

comparison, as well as on mixed QCD-EW corrections, apply in this case.675

Templates: NLO-QCD+QCD
PS

MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO-QCD+(QCD+QED)
PS

Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO-QCD+(QCD+QED)

PS

Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO-(QCD+EW)+(QCD+QED)

PS

Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO-(QCD+EW)+(QCD+QED)

PS

Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are computed using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and
no QED corrections. The statistical uncertainty is smaller than in other tables since we use larger MC
samples (400M instead of 100M ?????).

676

However, further considerations can be drawn by comparing the results of table 5, where QCD677

corrections in the production model are taken into account, with those in table 2, which correspond678

19

The results obtained with the updated version of Horace are, by definition, at LO accuracy538

in QCD, in accordance with the procedure adopted at the Tevatron for the assessment of the539

QED/EW uncertainties. The simulations have been performed using MRST2004QED [78] as540

PDFs set, with factorization scale µF = M`⌫(�), where M`⌫(�) is the invariant mass of the decaying541

W boson.542

The Powheg results, obtained with Powheg v2 without or with NLO EW corrections,543

always include NLO+PS QCD corrections in the production model. The simulations have been544

done using MSTW 2008 NLO [78] as PDFs set, with factorization/renormalization scale µF =545

µR = M`⌫(�). For the hfact parameter we use the default value of Powheg for single W/Z546

production: hfact ! 1.547

Usiamo hfact oppure hdamp?548

The QCD PS modeling is always performed in terms of Pythia 8. For the modeling of QED549

FSR, we use both Pythia 8 and Photos version 3.56, the latter without QED matrix element550

corrections.551

Let us note, in conclusion, that the specific choice of the PDFs sets and of the factoriza-552

tion/renormalization scale is irrelevant for the study of purely EW e↵ects on MW , the theoretical553

contributions under scrutiny here being independent of those QCD details. In the case of mixed554

QCDxEW e↵ects, these choices enter as a higher-order correction.555

5.2 QED and lepton-pair corrections556

In Table 2 we show theW mass shifts induced by QED and EW contributions at di↵erent accuracy557

levels. All the results are obtained using Horace-3.1 , with the exception of the last line which558

contains results derived from Photos as QED tool on top of the LO events generated with559

Horace-3.1 . The predictions refer to muons and bare electrons for W+ production and decay560

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy561

without any QCD correction, neither fixed-order nor from Parton Shower.

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+⌫ W+ ! e+⌫

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2 ⌘ �2��2

min

= 1. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

562

In general, one can see that for the two most important observables, i.e. MT and p`T , the shifts563

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is564

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to565

15

● comparison between Photos on top of the pure LO  vs Photos on top of the QCD production model
● transverse mass:  the order of magnitude of the shifts is preserved by QCD radiation
● lepton pt: sensible increase of the overall shift 
                 (broader shape of the distribution due to very large QCD corrections O(ααsⁿ) 
                  → enhancement of the QED effects,     sensitivity to QCD details)
                 a large fraction of these effects already part of the current analyses
                 (ResBos x Photos,  POWHEG x Photos)
● the different QED modeling by Photos vs Pythia (at low emission angles / relative pt) 
   is evident with bare leptons and disappears with dressed electrons
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Classification of mixed O(ααs) QCDxEW corrections

● The bulk of the O(ααs) corrections relevant for the MW determination, i.e. QCDxQED,
   can be obtained with a combination of QCD-ISR and QED-FSR codes

● The full set of O(ααs) corrections (challenging 2-loop calculation) is not yet available
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Classification of mixed O(ααs) QCDxEW corrections
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄fb(�n) d�n

(
�fb(�n, p

min
T )

+
X

↵r2{↵r|fb}

⇥
d�rad ✓(kT � pmin

T )�fb(�n, kT )R(�n+1

)
⇤
¯�↵r
n =�n

↵r

Bfb(�n)

)
(5)

The function B̄fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302
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● POWHEG NLO-(QCD+EW) 
   ·it has NLO-(QCD+EW) accuracy on the total cross section
   ·it describes with exact matrix elements the hardest parton (gluon, quark, photon) emission
   ·it includes to all orders QCD and QED effects via Parton Shower

● non-trivial interplay between NLO-EW corrections and QCD radiation factors
   → a new subset of factorizable O(ααs) subleading corrections is available
                 (missing in the Tevatron analysis)

● The bulk of the O(ααs) corrections relevant for the MW determination, i.e. QCDxQED,
   can be obtained with a combination of QCD-ISR and QED-FSR codes

● The full set of O(ααs) corrections (challenging 2-loop calculation) is not yet available
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Combining QCD and EW corrections

● comparison of the impact of full EW corrections 
   as implemented in POWHEG NLO-(QCD+EW) + (QCD+QED)-PS 
   with respect to
   POWHEG NLO-(QCD) + (QCD+QED)-PS
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Results (preliminary) for the Tevatron (generator level)model, and the QED FSR as implemented in Pythia and Photos . We can notice that:630

Templates: NLO QCD+QCD
PS

MW shifts (MeV)
Pseudodata: (+QCD

PS

) W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)
ME accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO QCD Pythia -90±2 -310±4 -155±1 -543±4 -37±1 -116±3
2 NLO QCD Photos -83±2 -281±3 -166±1 -563±4 -37±1 -117±3
3 NLO QCD+EW Pythia -96±1 -318±4 -159±2 -558±3 -42±1 -128±4
4 NLO QCD+EW Photos -89±1 -295±3 -171±1 -576±3 -42±1 -129±3

Table 4: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the Tevatron. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are done using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no
QED corrections, the templates as indicated in the table, using always Pythia for the QCD shower.

• 1 vs. 2: there is a not negligible di↵erence between the predictions of Pythia and Photos631

for the QED FSR contribution. These di↵erences amount to about 7 ± 2 MeV for the632

transverse mass and to about 25 ± 5 MeV for the lepton pT for muons and bare electrons,633

however they disappear for dressed electrons. The di↵erence in size for the two observables634

will be explained in Section 6 and derives from the di↵erent modeling of QED radiation635

in the two programs when associated to QCD corrections in the production model. Notice636

that this di↵erence is robust, as we carefully checked that the parameters and theoretical637

ingredients used in our Pythia simulations are fully consistent with those of Photos (same638

value of the electromagnetic coupling constant given by ↵(0), no pair radiation and negligible639

e↵ect of QED ISR in Pythia).640

• 1 vs. 3 and 2. vs. 4: more important, the di↵erence between these theoretical options641

provides an estimate of the contribution of mixed O(↵↵s) corrections, beyond the approxi-642

mation given by the “naive” factorization �QCD
ISR

⇥ �QED
FSR

of the first two lines, that643

contain just a part of the factorizable QCD-EW corrections. This is a measure of the accu-644

racy inherent in the use of a generator given by a tandem of tools like ResBos+Photos645

(like in the present Tevatron measurements) in the sector of mixed QCD-EW corrections.646

This uncertainty estimate amounts to a ⇠ 6 ± 2 MeV shift for the transverse mass and to647

a shift of the order of ⇠ 11 ± 5 MeV for the lepton transverse momentum, in the case of648

muons; for both bare and recombined electrons the shifts are of the size of ⇠ 5± 2 MeV and649

⇠ 13± 5 MeV for MT and pT , respectively.650

The assessment of the uncertainty for the Tevatron as explained in the second item above, is,651

in our opinion, one of the most important and original aspects of our study. It is a not negligible652

uncertainty, in particular in view of the target precision of future measurements at the Tevatron.653

Since its size is the same for muons and electrons, this points out, interestingly, that it does not654

depend on the lepton mass and comes therefore from the non-logarithmically QED enhanced part655
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● NLO-QCD  vs NLO-(QCD+EW)     POWHEG  always with QCD-PS
                                                                            always with PHOTOS as QED final state shower
    the shift is due to the presence of 
         ·exact EW O(α)
         ·mixed QCDxEW  O(ααs)  effects
    these effects are not accounted for in the approximation 2), i.e. in   QCDx(QED-FSR)

● the effects are almost independent of the lepton flavor (mass) or of the bare/dressed definition
                         larger for the ptl results

● effects not accounted for in the Tevatron analyses (ResBos x PHOTOS) 
              nor in a combination (POWHEG-QCD x PHOTOS)
    ⇒ assessment of the uncertainty of the current Tevatron analyses (still generator level)
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Results (preliminary) for the LHC (generator level)

of the EW NLO matrix element when associated to QCD corrections. This is in agreement with656

the independent study recently presented by Schwinn on the basis of the perturbative calculation657

of factorizable O(↵↵s) corrections [reference?].658

5.4.2 Results for the LHC659

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-660

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos661

comparison, as well as on mixed QCD-EW corrections, apply in this case.662

Templates: NLO QCD+QCD
PS

MW shifts (MeV)
Pseudodata: (+QCD

PS

) W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)
ME accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO QCD Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO QCD Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO QCD+EW Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO QCD+EW Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are done using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no
QED corrections, the templates as indicated in the table, using always Pythia for the QCD shower. The
statistical uncertainty is smaller than in other tables since we use larger MC samples.

However, further considerations can be drawn by comparing the results of table 5, where QCD663

corrections in the production model are taken into account, with those in table 2, which correspond664

to LHC simulations at LO accuracy in QCD, but using the same set of EW input parameters and665

acceptance cuts. In particular, this comparison is meaningful for the W mass shifts obtained in666

terms of the same tool Photos for the modeling of QED FSR. One can notice that:667

• By comparing the results in the last line of table 2 with those in the second line of table 5,668

the shifts are largely independent of the presence of QCD corrections in the production669

model for fits to the transverse mass, whereas the shifts extracted from the lepton pT are670

strongly influenced by the inclusion of QCD contributions. As it will be clarified in Section 6671

and already noticed in previous studies, this means that mixed QCD-EW corrections are672

moderate for MT (albeit not negligible given the present target accuracy) and mandatory673

for p`T .674

• 1 vs. 3 and 2 vs. 4: as a consequence of the above point, the uncertainty due to mixed675

QCD-EW corrections is of the same order at the Tevatron and LHC for fits to MT , but it676

raises to values in the range ⇠ 27± 5 MeV for p`T . As for the Tevatron, this uncertainty is677

independent of the lepton mass, i.e. the same for muons and bare/dressed electrons.678
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of the EW NLO matrix element when associated to QCD corrections. This is in agreement with656

the independent study recently presented by Schwinn on the basis of the perturbative calculation657

of factorizable O(↵↵s) corrections [reference?].658

5.4.2 Results for the LHC659

The results of the same analysis addressed in Section 5.4.1 for the Tevatron are given in Ta-660

ble 5 under LHC conditions. Similar remarks on the comparison between Pythia and Photos661

comparison, as well as on mixed QCD-EW corrections, apply in this case.662

Templates: NLO QCD+QCD
PS

MW shifts (MeV)
Pseudodata: (+QCD

PS

) W+ ! µ+⌫ W+ ! e+⌫ W+ ! e+⌫(dres)
ME accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO QCD Pythia -95.4±0.6 -399±2 -164.1±0.6 -727±3 -37.8±0.6 -149±3
2 NLO QCD Photos -87.8±0.6 -368±2 -162.5±0.6 -685±2 -38.2±0.6 -153±2
3 NLO QCD+EW Pythia -102.0±0.6 -426±2 -171.5±0.8 -760±3 -44.8±0.6 -182±2
4 NLO QCD+EW Photos -94.4±0.6 -391±3 -170.5±0.6 -715±3 -45.6±0.4 -181±2

Table 5: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third
and fourth line), for muons, bare and dressed electrons at the LHC. The shift uncertainty comes from
the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1. The templates
are done using Powhegwith NLO QCD corrections with QCD shower implemented in Pythia and no
QED corrections, the templates as indicated in the table, using always Pythia for the QCD shower. The
statistical uncertainty is smaller than in other tables since we use larger MC samples.

However, further considerations can be drawn by comparing the results of table 5, where QCD663

corrections in the production model are taken into account, with those in table 2, which correspond664

to LHC simulations at LO accuracy in QCD, but using the same set of EW input parameters and665

acceptance cuts. In particular, this comparison is meaningful for the W mass shifts obtained in666

terms of the same tool Photos for the modeling of QED FSR. One can notice that:667

• By comparing the results in the last line of table 2 with those in the second line of table 5,668

the shifts are largely independent of the presence of QCD corrections in the production669

model for fits to the transverse mass, whereas the shifts extracted from the lepton pT are670

strongly influenced by the inclusion of QCD contributions. As it will be clarified in Section 6671

and already noticed in previous studies, this means that mixed QCD-EW corrections are672

moderate for MT (albeit not negligible given the present target accuracy) and mandatory673

for p`T .674

• 1 vs. 3 and 2 vs. 4: as a consequence of the above point, the uncertainty due to mixed675

QCD-EW corrections is of the same order at the Tevatron and LHC for fits to MT , but it676

raises to values in the range ⇠ 27± 5 MeV for p`T . As for the Tevatron, this uncertainty is677

independent of the lepton mass, i.e. the same for muons and bare/dressed electrons.678
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Templates: NLO QCD+QCD
PS

MW shifts (MeV)
Pseudodata: (+QCD

PS

) W� ! µ�⌫ W� ! e�⌫ W� ! e�⌫ (dres)
ME accuracy QED FSR MT p`T MT p`T MT p`T

1 NLO QCD Pythia -97±1 -413±4 -170±2 -750±5 -39±1 -161±5
2 NLO QCD Photos -89±1 -376±5 -168±1 -707±5 -40±1 -159±5
3 NLO QCD+EW Pythia -102±1 -449±4 -175±1 -780±5 -46±1 -187±5
4 NLO QCD+EW Photos -95±1 -417±5 -174±1 -739±5 -46±1 -189±5

Table 6: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, in terms of
the two QED FSR models implemented in Pythia and Photos , when using Powhegwith NLO QCD
corrections as production model (first two lines) and Powhegwith NLO QCD+EW corrections (third and
fourth line), for muons, bare and dressed electrons at the LHC (W� production). The shift uncertainty
comes from the statistics of the MC samples and is estimated from the rule ��2 ⌘ �2 � �2

min

= 1.
The templates are done using Powhegwith NLO QCD corrections with QCD shower implemented in
Pythia and no QED corrections, the templates as indicated in the table, using always Pythia for the
QCD shower.

e↵ects are taken into account using DELPHES and the simulations refer, for definitiveness, to719

Powheg interfaced to Photos , without and with NLO EW corrections. These results can be720

compared to the corresponding ones at particle level, given in the second and fourth line of table 5.721

We notice that:722

Templates: NLO QCD+QCD
PS

MW shifts (MeV)
Pseudodata: (+QCD

PS

) W+ ! µ+⌫ W+ ! e+⌫
ME accuracy QED FSR MT p`T MT p`T

1 NLO QCD Photos -114±3 -199±5 -333±2 -571±4
2 NLO QCD+EW Photos -129±2 -224±4 -347±2 -595±4

Table 7: W mass shifts (in MeV) due to multiple QED FSR and mixed QCD-EW corrections, obtained
using Powhegwith NLO QCD corrections (first line) and Powhegwith NLO QCD+EW corrections
(second line) interfaced to Photos , fot muons and bare electrons at the LHC including detector e↵ects.
The templates are done using Powhegwith NLO QCD corrections with QCD shower implemented in
Pythia and no QED corrections, the templates as indicated in the table, using always Pythia for the
QCD shower.

• When including detector e↵ects, the mass shifts from fits to the transverse mass increase,723

whereas they decrease for fits to the lepton transverse momentum with respect to the results724

at particle level725

• The theoretical uncertainties due to mixed QCD-EW corrections present at particle level are726

almost preserved after the inclusion of detector e↵ects. In terms of our simplified detector727

modeling, this uncertainty amounts to728

�MQCDxEWK

W ' 15± 4 MeV Transverse mass729

�MQCDxEWK

W ' 25± 6 MeV Lepton transverse momentum (21)730

21

Results (preliminary) for the LHC (detector level:  simulation with DELFES)

● transverse mass: distortion of the reference shape (POWHEG QCD x Photos)
                            estimate of the additional QCDxEW effects amplified by a factor of O(2)

● lepton pt: distortion of the reference shape (POWHEG QCD x Photos)
                   moderate change of the size of the additional QCDxEW effects
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Approximations of O(ααs) corrections
● evaluation of the O(ααs) corrections at the W resonance (pole approximation)
     Dittmaier, Huss, Schwinn, arXiv:1403.3216, arXiv:1405.6897

● non-factorizable corrections are estimated to be phenomenologically negligible 
   for a measurement at the resonance (e.g. W mass)

● the factorizable corrections are computed in pole approximation and 
                                                  compared with the product of 1-loop correction factors
    → the “naive” 1-loop approximation reproduces the pole approximation for the transverse mass
                                                          deviates in the lepton pt case

O(αsα) corrections to Drell–Yan processes in the resonance region Stefan Dittmaier
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Figure 5: Relative factorizable corrections (in red) of O(αsα) induced by initial-state QCD and final-state
EW contributions to the distributions inMT,νl (left) and pT,l (right) for W+ production at the LHC. The naive
products of the NLO correction factors δαs and δα are shown for comparison (see text).

δ′
αs

× δfin
α

δ′
αs

× δα

δini−fin
αsα

√
s = 14 TeV

pp → W+ → νµµ+

MT,νl[GeV]

δ[%]

12011010090807060

1

0.5

0

−0.5

−1

−1.5

−2

δ′αs

× δfin
α

δ′αs

× δα

δini−fin
αsα

√
s = 14 TeV

pp → W+ → νµµ+

pT,l[GeV]

δ[%]

60555045403530

10

5

0

−5

−10

−15

−20

−25

−30

Figure 6: As in Fig. 5, but with the naive product of QCD and EW corrections based on δ ′
αs instead of δαs .

between final-state particles. The known suppression mechanisms in non-factorizable corrections
work somewhat differently in those cases [11].

Figures 5 and 6 show first preliminary results on the “initial–final” factorizable O(αsα) cor-
rections δ ini−finαsα induced by initial-state QCD and final-state EW contributions. From the results of
the PA for the NLO EW corrections, one has to expect that those contributions furnish the by far
dominant part at O(αsα), while the two other types of factorizable contributions of “initial–initial”
and “final–final” type are much smaller. In detail, the figures compare the factorizable initial–final
corrections (red curves) to different versions of naive products of the NLO QCD and NLO EW
correction factors. To define the naive products, we write the NLO QCD cross section σNLOs as

σNLOs ≡ σLO(1+δαs) = σ 0+σLO
(

σLO−σ 0

σLO
+δαs

)

≡ σ 0+σLOδ ′
αs , (3.1)

where σLO and σ 0 denote the LO cross section evaluated with LO and NLO PDFs, respectively.
The standard QCD K factor is, thus, given by KNLOs = 1+ δαs , and δ ′

αs differs from δαs by the

7
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6.2 QCD corrections in the production model and QCD-QED inter-803

play804

 (GeV)νµ
Tm

50 55 60 65 70 75 80 85 90 95 100

No
rm

. e
nt

rie
s 

/ 0
.5

 G
eV

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04
  LHCνµ →W Horace LO

Horace LO + PS
Powheg QCD + Pythia QCD
Powheg QCD + Pythia QCD + Photos

 (GeV)µ

T
p

25 30 35 40 45 50

No
rm

. e
nt

rie
s 

/ 0
.5

 G
eV

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08   LHCνµ →W Horace LO
Horace LO + PS
Powheg QCD + Pythia QCD
Powheg QCD + Pythia QCD + Photos

 (GeV)νµ
Tm

50 55 60 65 70 75 80 85 90 95 100

re
l

δ

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1
  LHCνµ →W QED FSR

QED FSR + mixed QCD-QED corr.

76 77 78 79 80 81 82 83 84
-0.08

-0.06

-0.04

-0.02

0

 (GeV)µ

T
p

25 30 35 40 45 50

re
l

δ

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1
  LHCνµ →W QED FSR

QED FSR + mixed QCD-QED corr.

36 37 38 39 40 41 42 43 44
-0.08

-0.06

-0.04

-0.02

0

Figure 4: Upper plots: the transverse mass (left) and lepton pT (right) distributions without QCD
corrections (HoraceLO and Horacewith QED FSR PS) and with QCD corrections (PowhegQCD
and PowhegQCD + Photos ) for the decay W ! µ⌫ at the LHC. Lower plots: relative contribution
of QED FSR at LO in QCD and of QED FSR + mixed QCD-QED corrections to the two observables.

In Section 5 we noticed, by comparing the results in Table 1 (production model at LO accuracy805

in QCD) with those in Table 5 (NLO + PS QCD corrections present in the production model),806

that the inclusion of QCD corrections in the theoretical simulation has an impact on the mass807

shifts, in particular in the case of MW extracted from the analysis of the lepton pT distribution.808

This is due to the fact that a simulation including QCD corrections associated to the QED FSR809

contribution gives rise to mixed QCD-QED e↵ects of the kind �QCD
ISR

⇥ �QED
FSR

, which are810

obviously absent for LO QCD predictions.811

(IN THE CASE OF THE LEPTON PT, THE HUGE CHANGE OF SHAPE, DUE TO PEURELY812

QCD CORRECTIONS, YIELDS A VERY IMPORTANT OFFSET, BEFORE DISCUSSING813

THE MIXED EFFECTS)814

As remarked in Section 5.4.2, these mixed corrections have a moderate influence on the shifts815

extracted from fits to the transverse mass but a very significant impact on the shifts from the816

lepton pT . This result is just a consequence of the well-known fact that the lepton transverse817

momentum receives very large QCD corrections, whereas the transverse mass is mildly a↵ected818

25

    → in the lepton pt case, the role of the exact kinematics, as available in Monte Carlo generators
         yields an estimate of mixed corrections closer to the pole approximation
         on-going comparison with DHS

Photos/LO
vs
POWHEG QCD x Photos/
POWHEG QCD
CCMMNPV in preparation
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MW measurement: errors as in CDF paper arXiv:1311.0894
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TABLEVIII: Background fractions from various sources in theW →
eν data set, and the corresponding uncertainties on the mT , p

µ
T , and

pνT fits forMW .

Fraction of δMW (MeV)
Source W → eν data (%) mT fit peT fit pνT fit
Z/γ∗ → ee 0.139±0.014 1.0 2.0 0.5
W → τν 0.93±0.01 0.6 0.6 0.6
Hadronic jets 0.39±0.14 3.9 1.9 4.3
Total 4.0 2.8 4.4

XI. W -BOSON-MASS FITS

TheW boson mass is extracted by performing fits to a sum
of background and simulated signal templates of the mT , p!T ,
and pνT distributions. The fits minimize − lnL , where the
likelihoodL is given by

L =
N

∏
i=1

e−mimni
i

ni!
, (36)

where the product is overN bins in the fit regionwith ni entries
(from data) and mi expected entries (from the template) in the
ith bin. The template is normalized to the data in the fit region.
The likelihood is a function of MW , where MW is defined by
the relativistic Breit-Wigner mass distribution

dσ
dm

∝
m2

(m2−M2
W )

2+m4Γ2W/M2
W
, (37)

where m is the invariant mass of the propagator. We assume
the standard modelW boson width ΓW = 2094±2 MeV. The
uncertainty onMW resulting from δΓW = 2 MeV is negligible.

A. Fit Results

The mT fit is performed in the range 65 < mT < 90 GeV.
Figure 36 shows the results of the mT fit for theW → µν and
W → eν channels while a summary of the 68% confidence un-
certainty associated with the fit is shown in Table IX. The p!T
and pνT fits are performed in the ranges 32< p!T < 48 GeV and
32 < pνT < 48 GeV, respectively, and are shown in Figs. 37
and 38, respectively. The uncertainties for the p!T and pνT
fits are shown in Tables X and XI, respectively. The differ-
ences between data and simulation for the three fits, divided
by the statistical uncertainties on the predictions, are shown in
Figs. 39-41 and the fit results are summarized in Table XII.
We utilize the best-linear-unbiased-estimator (BLUE) [61]

algorithm to combine individual fits. Each source of system-
atic uncertainty is assumed to be independent from all other
sources of uncertainty within a given fit. We perform sim-
ulated experiments [51] to estimate the statistical correlation
between fits to the mT , p!T , and pνT distributions (Table XIII).
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FIG. 36: Distributions of mT for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLE IX: Uncertainties on MW (in MeV) as resulting from
transverse-mass fits in theW → µν andW → eν samples. The last
column reports the portion of the uncertainty that is common in the
µν and eν results.

mT fit uncertainties
Source W → µν W → eν Common
Lepton energy scale 7 10 5
Lepton energy resolution 1 4 0
Lepton efficiency 0 0 0
Lepton tower removal 2 3 2
Recoil scale 5 5 5
Recoil resolution 7 7 7
Backgrounds 3 4 0
PDFs 10 10 10
W boson pT 3 3 3
Photon radiation 4 4 4
Statistical 16 19 0
Total 23 26 15
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FIG. 37: Distributions of p!T for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLEX: Uncertainties onMW (in MeV) as resulting from charged-
lepton transverse-momentum fits in theW → µν andW → eν sam-
ples. The last column reports the portion of the uncertainty that is
common in the µν and eν results.

p!T fit uncertainties
Source W → µν W → eν Common
Lepton energy scale 7 10 5
Lepton energy resolution 1 4 0
Lepton efficiency 1 2 0
Lepton tower removal 0 0 0
Recoil scale 6 6 6
Recoil resolution 5 5 5
Backgrounds 5 3 0
PDFs 9 9 9
W boson pT 9 9 9
Photon radiation 4 4 4
Statistical 18 21 0
Total 25 28 16
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FIG. 38: Distributions of pνT for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLE XI: Uncertainties on MW (in MeV) as resulting from
neutrino-transverse-momentum fits in the W → µν and W → eν
samples. The last column reports the portion of uncertainty that is
common in the µν and eν results.

pνT fit uncertainties
Source W → µν W → eν Correlation
Lepton energy scale 7 10 5
Lepton energy resolution 1 7 0
Lepton efficiency 2 3 0
Lepton tower removal 4 6 4
Recoil scale 2 2 2
Recoil resolution 11 11 11
Backgrounds 6 4 0
PDFs 11 11 11
W boson pT 4 4 4
Photon radiation 4 4 4
Statistical 22 25 0
Total 30 33 18

Are PDF uncertainties under control?
There is no pQCD uncertainty estimate
The treatment of NLO-EW effects must be updated
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Overall average 80.385±0.015

Figure 1: Measurements of the W-boson mass
by the LEP and Tevatron experiments.

and Bose-Einstein correlations (BEC) between quarks from dif-

ferent W’s (8 MeV) are included. The mass difference between

qqqq and qq!ν! final states (due to possible CR and BEC effects)

is −12±45 MeV. In a similar manner, the width results obtained

at LEP have been combined, resulting in ΓW = 2.195 ± 0.083

GeV [1].

The two Tevatron experiments have also identified common

systematic errors. Between the two experiments, uncertainties

due to the parton distribution functions, radiative corrections,

and choice of mass (width) in the width (mass) measurements

are treated as correlated. An average W width of ΓW = 2.046±

0.049 GeV [2] is obtained. Errors of 20 MeV and 7 MeV

accounting for PDF and radiative correction uncertainties in this

width combination dominate the correlated uncertainties. At

the 2012 winter conferences, the CDF and D0 experiments have

December 18, 2013 12:01
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PDF uncertainty affecting MW extracted from the ptlep distribution
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Conservative estimate of the PDF uncertainty, obtained from the CC-DY channel alone,
using a template fit approach:
distributions obtained with POWHEG+PYTHIA 6.4, different PDF replicas are treated as pseudodata

● The PDF uncertainty over the relevant ptl range is almost flat, of O(2%)
    the normalized distributions have an uncertainty below the O(0.5%) level, 
          still sufficient to yield large MW shifts  

● Given a reference PDF set  (NNPDF2.3 replica 0)
   we estimate which would be the difference in the fit of the data
   if we would use a different PDF replica in the preparation of the templates

    We combine the resulting MW values according to the prescriptions of the different groups

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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according to the PDF4LHC recipe [18] and by measuring the half-width �

PDF

of the resulting band.
We include, in the evaluation of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread �

sets

represents a
large contribution, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interesting,
the spread of the two central values is below 5 MeV in the W� case at the LHC, while it is above
15 MeV in the W

+ case and at the Tevatron.
From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have

been used in the determination of the NNPDF3.0 set. Beside a few MeV o↵set for the central
values, it is possible to observe a small (few MeV) reduction of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

The dependence of the PDF uncertainty with the collider energy is illustrated in Table 4, using
the NNPDF3.0 PDF set.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) �
sets

(MeV) �

PDF

(MeV) �
sets

(MeV)
Tevatron 1.96 TeV 27 16 21 15

LHC 8 TeV W

+ 33 26 24 18
W

� 29 16 18 8
LHC 13 TeV W

+ 34 22 20 14
W

� 34 24 18 12

Table 2: Half-width �

PDF

of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread �

sets

of the central predictions.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) �
sets

(MeV) �

PDF

(MeV) �
sets

(MeV)
Tevatron 1.96 TeV 16 4 9 15

LHC 8 TeV W

+ 32 33 21 21
W

� 22 6 12 0
LHC 13 TeV W

+ 30 24 18 16
W

� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.

11

the PDF4LHC recipe defines 
the half-width of the envelope δPDF  
and the spread of the central values Δsets
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● Contrary to the transverse mass case, we do not expect large detector effects on these results

● Modern individual PDF sets provide not-pessimistic estimates , ΔMW ~ O(10 MeV),
   but the global envelope still shows large discrepancies of the central values

● The Tevatron analyses did not adopt the PDF4LHC approach

PDF uncertainty affecting MW extracted from the ptlep distribution

no ptW cut ptW < 15 GeV 

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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PDF uncertainty affecting MW and acceptance cuts

The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights

● the additional cut on PTW reduces the MW uncertainty
   • suppression of the large-x region
   • steeper shape of the ptlep distribution

G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
cut on p

W

? cut on |⌘
l

| CT10 NNPDF3.0

inclusive |⌘
l

| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
p

W

? < 20 GeV |⌘
l

| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 10 GeV |⌘
l

| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

p

W

? < 15 GeV |⌘
l

| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 15 GeV |⌘
l

| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
p

W

? < 15 GeV 1.0 < |⌘
l

| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
|⌘

l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p

W

? < 15 GeV.
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to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
p

W

? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights
G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
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? cut on |⌘
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Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
|⌘

l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p

W

? < 15 GeV.
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to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
p

W

? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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● cut on the lepton pseudorapidity

   • the normalized ptlep distribution, integrated over the whole
      lepton-pair rapidity range, does not depend on x and
      depends very weakly on the PDF replica

   • the central region is the most uncertain

   • PDF sum rules →
      non trivial compensations between different rapidity intervals
                                            among different flavors
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Attempts to reduce the PDF uncertainties on MW

are PDFs a bottleneck for MW?  can we improve over the present status? 3 complementary answers: 

   1) more inputs to the PDF fit  (e.g.  NNPDF2.3 vs NNPDF3.0)

   2) use of the ptZ info (ratios W/Z) in order to account for the correlations between CC and NC
       more in general look for observables sensitive to MW and/or to the uncertainty source

   3) exploit different kinematical regions of the CC-DY process  
       G.Bozzi, L.Citelli, AV, arXiv:1501.05587
             S.Quackenbush, Z.Sullivan, arXiv:1502.04671

             A.Bodek, J.Y.Han, A.Khukhunaishvili, W.Sakumoto, arXiv:1507.04965, arXiv:1507.02470

             G.Bozzi, L.Citelli, M.Vesterinen, AV, arXiv:1508.06954
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● the exercise is robust under conservative assumptions for the LHCb main systematic uncertainties
   and guarantees a reduction by 30% of the PDF uncertainty estimated for ATLAS/CMS alone

● potential serious bottleneck for a measurement based on ptl:  ptW modeling in the LHCb acceptance

Replica templates for the p

`
T distribution are produced for each of the NNPDF3.0 [22], MMHT2014 [23]

and CT10 [24] PDF sets. For the sake of simplicity, we assume the same kinematic acceptance for
the ATLAS and CMS experiments, and henceforth refer to them generically as the General Purpose
Detector (GPD) experiments. The GPD acceptance is defined as; |⌘| < 2.5, p`T > 25 GeV, p⌫T > 25 GeV,
p

W
T < 15 GeV. 3 For LHCb, the kinematic acceptance is defined to be 2.0 < ⌘ < 4.5 and p

`
T > 20 GeV.

The possibility of cut on p

⌫
T and/or p

W
T is obviously excluded for LHCb. For simplicity, we assume a

GPD averaged measurement for each W charge, already averaged over electron and muon channels. In
the following, these are denoted G+ and G�. The two LHCb measurements with W ! µ⌫ are denoted
L+ and L�.

We follow the PDF4LHC recommendation [25] in estimating the PDF uncertainty. If we consider the
three sets (NNPDF3.0, MMHT2014, and CT10), then the full uncertainty envelope of the considered
sets is used. In our default evaluation, we only consider the two most recent sets (NNPDF3.0 and
MMHT2014), which already include constraints from LHC data, then the following uncertainties (in
MeV) are estimated:
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with a more detailed breakdown listed in Tab. 1. The corresponding uncertainties including the CT10
sets in the evaluation are listed in Tab. 2. In both tables, we also provide the largest di↵erence in central
values, denoted �

sets

, between the (two or three) sets under consideration in each case. This is evidently
a major contributor to the uncertainty envelope. For the W

+, similar uncertainties are estimated for
LHCb and the GPDs. For the W

� on the other hand, the LHCb uncertainty is roughly a factor of four
larger, because of the larger uncertainty of the sea quarks at large partonic x. The real power of the
LHCb measurement is revealed in the correlations. With the NNPDF3.0 sets, we obtain the following
correlation matrix:
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Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W

+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W

+ and W

� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
charges and experiments, the correlations are around 10% or less in magnitude. The normalised set of
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The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:

3We assume that the GPD experiments will exploit the suggestion of Ref. [16], to require pWT < 15 GeV.

3

mW =
4X

i=1

↵imW i

Replica templates for the p

`
T distribution are produced for each of the NNPDF3.0 [22], MMHT2014 [23]

and CT10 [24] PDF sets. For the sake of simplicity, we assume the same kinematic acceptance for
the ATLAS and CMS experiments, and henceforth refer to them generically as the General Purpose
Detector (GPD) experiments. The GPD acceptance is defined as; |⌘| < 2.5, p`T > 25 GeV, p⌫T > 25 GeV,
p

W
T < 15 GeV. 3 For LHCb, the kinematic acceptance is defined to be 2.0 < ⌘ < 4.5 and p

`
T > 20 GeV.

The possibility of cut on p

⌫
T and/or p

W
T is obviously excluded for LHCb. For simplicity, we assume a

GPD averaged measurement for each W charge, already averaged over electron and muon channels. In
the following, these are denoted G+ and G�. The two LHCb measurements with W ! µ⌫ are denoted
L+ and L�.

We follow the PDF4LHC recommendation [25] in estimating the PDF uncertainty. If we consider the
three sets (NNPDF3.0, MMHT2014, and CT10), then the full uncertainty envelope of the considered
sets is used. In our default evaluation, we only consider the two most recent sets (NNPDF3.0 and
MMHT2014), which already include constraints from LHC data, then the following uncertainties (in
MeV) are estimated:

�

PDF

=

0

BB@

G+ 24.8
G� 13.2
L+ 27.0
L� 49.3

1

CCA , (1)

with a more detailed breakdown listed in Tab. 1. The corresponding uncertainties including the CT10
sets in the evaluation are listed in Tab. 2. In both tables, we also provide the largest di↵erence in central
values, denoted �

sets

, between the (two or three) sets under consideration in each case. This is evidently
a major contributor to the uncertainty envelope. For the W

+, similar uncertainties are estimated for
LHCb and the GPDs. For the W

� on the other hand, the LHCb uncertainty is roughly a factor of four
larger, because of the larger uncertainty of the sea quarks at large partonic x. The real power of the
LHCb measurement is revealed in the correlations. With the NNPDF3.0 sets, we obtain the following
correlation matrix:

⇢ =

0

BBBB@

G+ G� L+ L�

G+ 1
G� �0.22 1
L+ �0.63 0.11 1
L� �0.02 �0.30 0.21 1

1

CCCCA
. (2)

Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W

+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W

+ and W

� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
charges and experiments, the correlations are around 10% or less in magnitude. The normalised set of
weights ↵i that minimises the uncertainty on the weighted average of the four measurements mW i,

mW =
4X

i=1

↵imW i, (3)

would be

↵ =

0

BB@

G+ 0.30
G� 0.45
L+ 0.21
L� 0.04

1

CCA (4)

The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:

3We assume that the GPD experiments will exploit the suggestion of Ref. [16], to require pWT < 15 GeV.

3

Replica templates for the p

`
T distribution are produced for each of the NNPDF3.0 [22], MMHT2014 [23]

and CT10 [24] PDF sets. For the sake of simplicity, we assume the same kinematic acceptance for
the ATLAS and CMS experiments, and henceforth refer to them generically as the General Purpose
Detector (GPD) experiments. The GPD acceptance is defined as; |⌘| < 2.5, p`T > 25 GeV, p⌫T > 25 GeV,
p

W
T < 15 GeV. 3 For LHCb, the kinematic acceptance is defined to be 2.0 < ⌘ < 4.5 and p

`
T > 20 GeV.

The possibility of cut on p

⌫
T and/or p

W
T is obviously excluded for LHCb. For simplicity, we assume a

GPD averaged measurement for each W charge, already averaged over electron and muon channels. In
the following, these are denoted G+ and G�. The two LHCb measurements with W ! µ⌫ are denoted
L+ and L�.

We follow the PDF4LHC recommendation [25] in estimating the PDF uncertainty. If we consider the
three sets (NNPDF3.0, MMHT2014, and CT10), then the full uncertainty envelope of the considered
sets is used. In our default evaluation, we only consider the two most recent sets (NNPDF3.0 and
MMHT2014), which already include constraints from LHC data, then the following uncertainties (in
MeV) are estimated:

�

PDF

=

0

BB@

G+ 24.8
G� 13.2
L+ 27.0
L� 49.3

1

CCA , (1)

with a more detailed breakdown listed in Tab. 1. The corresponding uncertainties including the CT10
sets in the evaluation are listed in Tab. 2. In both tables, we also provide the largest di↵erence in central
values, denoted �

sets

, between the (two or three) sets under consideration in each case. This is evidently
a major contributor to the uncertainty envelope. For the W

+, similar uncertainties are estimated for
LHCb and the GPDs. For the W

� on the other hand, the LHCb uncertainty is roughly a factor of four
larger, because of the larger uncertainty of the sea quarks at large partonic x. The real power of the
LHCb measurement is revealed in the correlations. With the NNPDF3.0 sets, we obtain the following
correlation matrix:

⇢ =

0

BBBB@

G+ G� L+ L�

G+ 1
G� �0.22 1
L+ �0.63 0.11 1
L� �0.02 �0.30 0.21 1

1

CCCCA
. (2)

Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W

+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W

+ and W

� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
charges and experiments, the correlations are around 10% or less in magnitude. The normalised set of
weights ↵i that minimises the uncertainty on the weighted average of the four measurements mW i,

mW =
4X

i=1

↵imW i, (3)

would be

↵ =

0

BB@

G+ 0.30
G� 0.45
L+ 0.21
L� 0.04

1

CCA (4)

The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:

3We assume that the GPD experiments will exploit the suggestion of Ref. [16], to require pWT < 15 GeV.

3

● using the standard acceptance cuts 
   for ATLAS/CMS   (called G) and for LHCb  (called L) and both W charges
   we study the MW determination from the lepton pt distribution
   assuming that a LHCb measurement becomes available

   · PDF uncertainty on MW according to PDF4LHC (NNPDF3.0, MMHT2014)

   · correlation matrix ρ w.r.t. PDF variation of the replicas of the NNPDF3.0 set
       → non negligible anticorrelation

   · the linear combination that minimizes the final uncertainty on MW 
      is given by the coefficients α

G.Bozzi, L.Citelli, M.Vesterinen, AV, arXiv:1508.06954

Impact of a LHCb MW measurement in the combination with ATLAS/CMS results
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Conclusions

● preliminary results for the
   quantitative assessment of the effect on MW of     QED and mixed QCDxEW radiative corrections
   based on the comparison of distributions generated with 
   Horace, Photos, POWHEG NLO-QCD  and  POWHEG NLO-(QCD+EW)
   → non negligible contribution (in a 10 MeV perspective)
        of additional lepton pairs and of mixed QCDxEW terms; 
        these effects should be included in the analysis (or accounted for in the th. systematic error)

● the combination of QCD and EW corrections still suffers of (matching) ambiguities
   that only explicit analytical results at O(ααs) may fix

● important progresses in the development of pQCD simulation tools
   what is the correct strategy to estimate the QCD error MW?
   how can we discuss the interplay between perturbative and non-perturbative effects
                                                                 W, Z and other observables?
         (i.e. the transfer of information from other processes to CC-DY and 
               the estimate of the associated error)
● a global analysis with the simultaneous variation of all the different non-pert QCD factors 
   may be the correct approach to achieve a realistic estimate of the corresponding errors

● the MW measurement is a very complex problem and a training ground of our tools and techniques
   that could be applied to other precision observables at the LHC in the future
   a precise determination of MW might help us to recognize BSM signals or provide an additional 
        validation of the Standard Model


