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Gravitational waves 

• The existence of  gravitational waves (GWs) is one 
of  the most intriguing predictions of  the General 
Theory of  Relativity.

• GWs are freely propagating oscillations in the 
geometry of  spacetime − ripples in the fabric of  
spacetime. 
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Observational evidence of gravitational waves 

• A direct detection of  GWs is yet to be made. But 
indirect evidence comes from the observations 
of  binary pulsars.

• Binary neutron stars lose their orbital energy by 
GW emission and starts to “inspiral”. 

• 36 years of  radio observations of  the binary 
pulsar PSR B1913+16 ➞ Decay of  the orbital 
period agrees precisely with GR prediction.
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[Weisberg et al (2010)]
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observed decay of 
the orbital period GR prediction 

Eventually the two stars will coalesce, but 
that will take another 100 million years!



Observational evidence of gravitational waves 

5

• A direct detection of  GWs is yet to be made. But 
indirect evidence comes from the observations 
of  binary pulsars.

• Binary neutron stars lose their orbital energy by 
GW emission and starts to “inspiral”. 

• 36 years of  radio observations of  the binary 
pulsar PSR B1913+16 ➞ Decay of  the orbital 
period agrees precisely with GR prediction. 

R. A. Hulse and J. H. Taylor.  
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• A direct detection of  GWs is yet to be made. But 
indirect evidence comes from the observations 
of  binary pulsars.

• Binary neutron stars lose their orbital energy by 
GW emission and starts to “inspiral”. 

• 36 years of  radio observations of  the binary 
pulsar PSR B1913+16 ➞ Decay of  the orbital 
period agrees precisely with GR prediction. 

• More binaries discovered later (including a 
double pulsar) ➞ further confirmation. 

Class. Quantum Grav. 26 (2009) 073001 Topical Review

Figure 3. Mass–mass diagram of the double pulsar system summarizing the measured PK
parameters in combination with the derived mass ratio (R ≡ mA/mB = xB/xA, solid red line)
and constraints given by the mass functions of the binary system. The latter are indicated by
the coloured regions which mark areas in the diagram that are excluded by the Keplerian mass
functions of the two pulsars and the condition that sin i ! 1. Further constraints are shown as
pairs of lines enclosing permitted regions as predicted by general relativity (see section 3.1). These
are the measurement of the advance of periastron ω̇ (diagonal dashed line); the measurement of
the gravitational redshift/time dilation parameter γ (dot-dash line); the measurement of Shapiro
parameter r (solid green line) and Shapiro parameter s (dotted green line); the measurement of the
orbital decay Ṗb (dot-dot-dot-dash line); and the rate of spin precession of B, #SO (almost vertical
dashed line). The inset is an enlarged view of the small square which encompasses the intersection
of the tightest constraints. The permitted regions are those between the pairs of parallel lines and
we see that an area exists which is compatible with all constraints, delineated by the solid blue
region.

(This figure is in colour only in the electronic version)

Strictly speaking, the separation between the pulsars of only 880 000 km is large enough
for the pulsars to move in the weak-field range of each other’s gravitational field. However, as
we explain below, the pulsars’ motion is still sensitive to strong-gravitational self-field effects
which are predicted by the majority of alternative theories. Hence, the above test of GR is
currently the best under strong-field conditions.

5. Alternative theories of gravity

In the previous section we have seen that the timing observations of the double pulsar are in
perfect agreement with general relativity. It is the purpose of this section to investigate what
this means for alternative theories of gravity.

Before the discovery of the Hulse–Taylor binary pulsar in 1974 [41] high-precision tests for
relativistic gravity were restricted to the solar system, which exhibits only very small (∼10−6)
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[Kramer & Wex (2009)]
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b
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Direct detection of gravitational waves

• When GWs pass through earth, they change the 
geometry of  the spacetime.

• These changes can be detected with the help of  
laser interferometers. 
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Effect of GWs on a ring of test particles

“x” polarisation       “+” polarisation
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Direct detection of gravitational waves

• Experimental challenge Expected distortions are tiny!

8
Required  displacement sensitivity

of interferometers (L ~ 1 km) 10�18 m (1/1000 size of nucleus)

h =
�L

L
⇠ 10�21Expected distortions:

GW strain

(BNS inspiral at 20 Mpc)



Direct detection of gravitational waves

• A worldwide network of  ground-based detectors has started an exciting search for GWs.  
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LIGO Observatories in Hanford and Livingston, USA



Laser Interferometric GW detectors 

• Initial LIGO detectors achieved 
their design sensitivity in 2007. 
Advanced LIGO detectors will 
start operating in 2015. 
Expected to achieve design 
sensitivity by 2018. 

10

ΔL ~ 10−19 m 

ΔL ~ 10−20 m 



GW astronomy requires a worldwide network of observatories 

• Interferometric GW detectors are nearly omnidirectional antennas. Sky-localization of  the 
source is achieved by combining data from multiple, geographically separated detectors. 
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LIGO (Hanford)

LIGO (Livingston)
Virgo (Pisa)

GEO600 (Hannover) TAMA / KAGRA (Japan)
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http://www.gw-indigo.org/ligo-india

 

IndIGO 

Indian Initiative in Gravitational-wave Observations

LIGO
-IND

IA

PROPOSAL FOR AN INTERFEROMETRIC GRAVITATIONAL-WAVE OBSERVATORY 

http://www.gw-indigo.org/ligo-india
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LIGO-India

• Ongoing proposal to re-locate the third 
Advanced LIGO detector to India. 

LIGO to provide interferometer 
components (laser, suspensions, optics, 
control systems, software). India to 
provide site, vacuum system, 
infrastructure and human resources. 

• Will be jointly operated by the Indian nodal 
institutions (IUCAA, IPR, RRCAT) and LIGO 
Lab (USA). 

• US National Science Board approved the 
change in scope of  the Adv LIGO project. 
Pending approval from the Indian 
government as a national mega project. 

14http://www.gw-indigo.org/ligo-india
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Figure 2. The localization accuracy for face on BNS at 160 MPc in various networks of advanced
detecors. The ellipses contain the 90% localization regions for sources from varioius points in the
sky. A ⇥ is plotted at points where the network would not confidently detect the system. The
plots show the localization for six di↵erent networks: Hanford–Hanford–KAGRA–Livingston
(HHKL); Hanford–India–KAGRA–Livingston (HIKL); Hanford–Hanford–Livingston–Virgo
(HHLV); Hanford–India–Livingston–Virgo (HILV); Hanford–Hanford–KAGRA–Livingston–
Virgo (HHKLV); Hanford–India–KAGRA–Livingston–Virgo (HIKLV).

per year with an SNR greater than 8 in a single detector. This corresponds to the “realistic”
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[Fairhurst (2012)]

LIGO-India

• LIGO-India ⇒ significant improvement in angular resolution, sky coverage & duty cycle of  the network. 

15

sky localization: imperative for multi-messenger astronomy
angular resolution      baseline of the network /



Expected detection rates
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DETECTORS SOURCES EXPECTED DETECTION 
RATE

Initial 
detectors 

NS-NS Binaries
NS-BH Binaries 
BH-BH Binaries 

1 per 50 years (mean)
1 per 250 years (mean)
1 per 140 years (mean)

Advanced 
detectors

NS-NS Binaries
NS-BH Binaries
BH-BH Binaries

0.4 ⎯  400 per year 
0.2 ⎯  200 per year 
0.4 ⎯  1000 per year 

[Abadie et al (2010)]

Note: Large uncertainties in the astrophysical estimates. However,
even the most pessimistic estimates suggest that detection is within reach!

GW detectors are amplitude detectors (unlike telescopes). 
10x improvement in the sensitivity ⇒ 1000x increase in the event rates! 



When do we expect the first detections? 

• Difficult to make accurate predictions due to the 
uncertainties in the astrophysical event rates and 
challenges in the commissioning. 

• Plausible observing scenarios
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When can we expect the first detections? 

• Difficult to make accurate predictions! 

Uncertainties in the astrophysical event rates. 
Even the best estimates (of  BNS, based on the 
observed rate of  galactic double NR binaries) suffer 
from large errors!

Uncertainties in the commissioning time.  
Constructing and commissioning of  the most precise 
(length) measurement devices ever constructed by 
mankind! 
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Mid (2017−18, 60 − 85 Mpc)
Late (2018−20, 65 − 115 Mpc)
Design (2021, 130 Mpc)
BNS−optimized (145 Mpc)

Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The
average distance to which binary neutron star (BNS) signals could be seen is given in Mpc. Current
notions of the progression of sensitivity are given for early, middle, and late commissioning phases,
as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current
estimates.

BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in Fig. 1.
The installation of aLIGO is well underway. The plan calls for three identical 4 km interfer-

ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.

The commissioning timeline for AdV [3] is still being defined, but it is anticipated that in
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[Aasi et al, arXiv:1304.0670]

Epoch Plausible BNS 
detections

% BNS localized 
within 5 [20] deg

2015
2016-17
2017-18
2019+
2022+ (India)

0.0004 ! 3
0.006 ! 20
0.04 ! 100
0.2 ! 200
0.4 ! 400

1 ! 2 [10 !12]
3 ! 8 [8 !28]
17 [48]

Plausible observing scenarios
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Physics, Astrophysics and Cosmology from GW observations
What can we expect in the next 5-10 years?

GWs and EMWs carry qualitatively different information
‣ GWs are produced by coherent bulk motions of massive sources. 
‣ EMWs are produced by incoherent motions of a large number of small sources. 



GW astronomy: Sources and science 

Core-collapse and supernova

Spinning neutron stars

Coalescing compact binaries

Stochastic GW background



Extracting information from GW observations 

• For sources such as CBCs, spinning neutron stars, etc., expected signals are well-modelled in GR. 
Weak signals buried in the noise can be detected by cross-correlating the data with “banks” of  
(millions of) theoretical templates. 
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Extracting information from GW observations 

• Posterior distribution of  the source 
parameters can be estimated by 
Bayesian inference.  

21

p(�|d) / p0(�)L(d|�)

prior distribution 
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likelihood of d, 
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FIG. 3: Comparison of the one-dimensional PDFs for a typi-
cal source as detected by the HHLV network (red) and AHLV
network (blue). Note the bimodal posteriors in right ascen-
sion and declination for the HHLV network vs. unimodal ones
for the AHLV network. The latter network also allows for bet-
ter estimates of the posteriors for inclination and luminosity
distance, which is not properly reflected by the simple estima-
tors of the PDF width used in table II. Dashed lines indicate
the true injected values (di↵erent true values of the luminos-
ity distance were used for the HHLV and AHLV injections so
that the total network SNR is 15 in both cases).

SNR. Meanwhile, masses do not strongly correlate with
extrinsic parameters (with the exception of the time of
coalescence), so their estimation is not significantly im-
proved by better sky localization or inclination measure-
ments.

The results from the Fisher information matrix are in
qualitative agreement with the two Bayesian approaches
regarding the partial breaking of the distance/inclination
degeneracy achieved by moving a detector to Australia or
India (leading to marginal improvements in both param-
eters, see table IV). They also indicate that the accuracy
with which masses can be measured is not a↵ected by
the network choice.

V. CONCLUSIONS

In this paper we studied the e↵ect on parameter es-
timation of di↵erent networks of advanced detectors.
We employed two di↵erent Bayesian techniques and the
Fisher information matrix to estimate the accuracy of
parameter recovery. We analysed a set of injections dis-
tributed in a grid in the extrinsic parameter space (with-
out varying the mass and distance of injections) with
the Inspnest code, and verified the results with LAL-

InferenceMCMC . We performed a large scale Monte
Carlo simulation using the Fisher matrix method with
constant-SNR injections. We found consistent results be-

tween the three methods, pointing to significant gains in
sky localization (typically by a factor of ⇠ 3—4) and
modest gains in distance and inclination measurements
with a network including a fourth site. We found that the
4-site networks are able to better resolve the polarisation
angle of the source, in the cases where this is possible.
We found no significant e↵ect on mass measurements.

Comparing the di↵erent network configurations, we
found, as expected, the strongest improvement in sky lo-
calization capability when the longest baseline (namely
AHLV) was used, but that a site in India also provides a
significant improvement in sky resolution. The HHJLV
network, with the shortest extra baseline, provides the
weakest improvement in sky resolution at a fixed signal-
to-noise ratio; however, the fifth detector in this network
can mitigate this, for an overall performance similar to
HILV, but with fewer signals in the tail of the distribution
with poor resolution.

We also find good agreement with previous work. In
particular, Fairhurst [13] finds 20-50% of signals localised
within 20 deg2 for HHLV, and up to 20% within 5 deg2

with HHJLV, for an ensemble of sources at fixed distance
of 160Mpc, in good agreement with figure 1. Despite the
use of a di↵erent population of sources, Nissanke et al

[16] find results which qualitatively agree with our own.
Comparison of the Fisher matrix results in figure 2 with
Wen and Chen [15] shows good qualitative agreement
with their expected distribution for the HLV network at
fixed SNR of 15, when taking into account a factor of
(30/15)2 = 4 for the di↵erence in SNR used (30 in our
case, 15 in theirs).

In the present study, we focused on binary neutron
stars (NS), which are the most “confident” source for the
advanced detectors, but which are not expected to have
significant spins [35]. On the other hand, black holes
(BH) in NS-BH or BH-BH binaries can be rapidly spin-
ning. Previous studies (see, e.g., [19]) have shown that
the presence of spin in one or both binary components
can aid sky localization by providing additional polar-
ization information through the precession inherent in
misaligned spinning binaries. Localization may be fur-
ther enhanced when a signal from a spinning binary is
captured by a four-detector network; on the other hand,
improved resolution of extrinsic parameters with the help
of a fourth detector site may aid in the reconstruction of
astrophysically interesting quantities such as spin-orbit
misalignment angles.

The improved ability to localize sources on the sky will
be crucial in any search for electromagnetic counterparts
to detected gravitational-wave signals (e.g., [1, 2, 36]).
Accurate measurements of the location of the merging
binary can also be useful even in the absence of electro-
magnetic counterparts, for example, in measuring typ-
ical binary kick velocities [37]. We thus conclude that
scientific considerations strongly favor an international
gravitational wave network with four or more sites.

chirp mass (M⊙) symmetric mass ratio luminosity distance
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HLVA network

[Veitch et al (2012)]



Astrophysics using GW observations 

• Constrain models of compact binary 
formation & evolution Even with no 
detections!
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FIG. 4: The marginalized upper limits as a function of mass.
The top plot shows the limit as a function of total mass M ,
using a distribution uniform in m

1

for a given M . The lower
plot shows the limit as a function of the black hole mass, with
the neutron star mass restricted to the range 1� 3M�. The
light bars indicate upper limits from previous searches. The
dark bars indicate the combined upper limits including the
results of this search.

spinning. Signals from spinning systems are recovered
with a worse match to our templates since we use a non-
spinning template bank.

While the rates presented here represent an improve-
ment over the previously published results from ear-
lier LIGO and Virgo science runs, they are still above
the astrophysically predicted rates of binary coalescence.
There are numerous uncertainties involved in estimat-
ing astrophysical rates, including limited numbers of
observations and unknown model parameters; conse-
quently the rate estimates are rather uncertain. For
BNS systems the estimated rates vary between 1 ⇥ 10�8

and 1 ⇥ 10�5 Mpc�3yr�1, with a “realistic” estimate
of 1 ⇥ 10�6 Mpc�3yr�1. For BBH and NSBH, realis-
tic estimates of the rate are 5 ⇥ 10�9 Mpc�3yr�1 and

BNS NSBH BBH
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FIG. 5: Comparison of CBC upper limit rates for BNS, NSBH
and BBH systems. The light gray regions display the upper
limits obtained in the S5-VSR1 analysis; dark gray regions
show the upper limits obtained in this analysis, using the S5-
VSR1 limits as priors. The new limits are up to a factor of
1.4 improvement over the previous results. The lower (blue)
regions show the spread in the astrophysically predicted rates,
with the dashed-black lines showing the “realistic” estimates
[5]. Note: In [5], NSBH and BBH rates were quoted using a
black-hole mass of 10M�. We have therefore rescaled the S5
and S6 NSBH and BBH upper limits in this plot by a factor
of (M

5

/M
10

)5/2, where M
10

is the chirp mass of a binary in
which the black hole mass is 10M� and M

5

is the chirp mass
of a binary in which the black hole mass is 5M�.

3 ⇥ 10�8 Mpc�3yr�1 with at least an order of magnitude
uncertainty in either direction [5]. In all cases, the upper
limits derived here are two to three orders of magnitude
above the “realistic” estimated rates, and about a fac-
tor of ten above the most optimistic predictions. These
results are summarized in Figure 5.

VII. DISCUSSION

We performed a search for gravitational waves from
compact binary coalescences with total mass between 2
and 25 M� with the LIGO and Virgo detectors using
data taken between July 7, 2009 and October 20, 2010.
No gravitational waves candidates were detected, and we
placed new upper limits on CBC rates. These new limits
are up to a factor of 1.4 improvement over those achieved
using previous LIGO and Virgo observational runs up to
S5/VSR1 [4], but remain two to three orders of magni-
tude above the astrophysically predicted rates.

The installation of the advanced LIGO and Virgo de-
tectors has begun. When operational, these detectors will
provide a factor of ten increase in sensitivity over the ini-
tial detectors, providing a factor of ⇠ 1000 increase in
the sensitive volume. At that time, we expect to observe
tens of binary coalescences per year [5].

In order to detect this population of gravitational wave
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• Constrain models of compact binary 
formation & evolution Even with no 
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FIG. 4: The marginalized upper limits as a function of mass.
The top plot shows the limit as a function of total mass M ,
using a distribution uniform in m

1

for a given M . The lower
plot shows the limit as a function of the black hole mass, with
the neutron star mass restricted to the range 1� 3M�. The
light bars indicate upper limits from previous searches. The
dark bars indicate the combined upper limits including the
results of this search.

spinning. Signals from spinning systems are recovered
with a worse match to our templates since we use a non-
spinning template bank.
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lier LIGO and Virgo science runs, they are still above
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limits derived here are two to three orders of magnitude
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tor of ten above the most optimistic predictions. These
results are summarized in Figure 5.
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and 25 M� with the LIGO and Virgo detectors using
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No gravitational waves candidates were detected, and we
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are up to a factor of 1.4 improvement over those achieved
using previous LIGO and Virgo observational runs up to
S5/VSR1 [4], but remain two to three orders of magni-
tude above the astrophysically predicted rates.

The installation of the advanced LIGO and Virgo de-
tectors has begun. When operational, these detectors will
provide a factor of ten increase in sensitivity over the ini-
tial detectors, providing a factor of ⇠ 1000 increase in
the sensitive volume. At that time, we expect to observe
tens of binary coalescences per year [5].
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• First detection of BH-BH and NS-BH 
binaries A new population of  
astronomical sources. Great potential for 
tests of  GR, astrophysics & cosmology. 

• First direct measurements of BH 
masses and spins Sources are very well 
understood (unlike in EM astronomy), GW 
signal encodes direct information of  the 
masses & spins.  
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[Ajith & Bose (2009)]

1-σ error in measuring the total mass of 
BBHs located at 1 Gpc (Adv LIGO)

where!#a denotes the rms error in estimating#a obtained
from "ab, and Cab is the correlation coefficient between
parameters #a and #b.

Errors in the estimates of the parameters M, !, Mc, t0,
and deff in the case of the AdvLIGO detector are plotted
against the total mass M in Fig. 2. These errors are com-
puted assuming that the binary is placed at an effective
distance of 1 Gpc. Also plotted in the figures are the same
error bounds computed from the 3.5 PN accurate restricted
PN waveforms in the stationary phase approximation
(SPA), truncated at the Schwarzschild innermost stable
circular orbit (ISCO). It can be seen that, over a significant
range of the total mass, the error bounds in the complete
templates are largely better than those in the PN inspiral
waveforms. For binaries with M ¼ 100M" and ! ¼ 0:25,
the error bounds in various parameters using the complete
[PN] templates are !M=M ’ 0:34 [5.38]%, !!=! ’ 0:84
[12.98]%, !Mc=Mc ’ 0:35 [2.47]%, !t0 ’ 0:46
[15.51] ms, and !deff=deff ’ 1:36 [5.24]%. The errors in
estimating the same parameters using Initial LIGO and
Enhanced LIGO detectors are plotted in Figs. 3 and 4.

The rate of variation in the errors in different regions of
the parameter space can be understood by studying the

overlap function, which is the ambiguity function maxi-
mized over t0 and ’0 [76]. Figure 5 plots the contours of
the overlap between waveforms generated at different
points in the ðM;!Þ space. Notice the change in the shape
and orientation of the ambiguity ellipses, especially, as the
total mass of the binary is varied. While, to a very good
approximation, the chirp mass continues to remain as one
of the eigencoordinates [77] in the case of the low-mass
(with M % 20M"Þ binary inspiral (PN) waveforms, this is
no longer true for the complete waveforms of higher mass
systems. This is because the latter waveforms have more
information about the component masses than just the
chirp mass. The eigendirections change dramatically with
increasing total mass. It can be seen that the error trends
reported in Fig. 2 closely follow the shape of these ambi-
guity ellipses. This also means that while placing templates
in the inspiral-merger-ring-down searches, we will have to
consider these changes in the orientation of the ambiguity
ellipses. This will be studied in a future work.
One common problem encountered in the estimation of

errors using the Fisher information matrix is the following:
In some cases (especially in the case of large number of
parameters), the Fisher matrix becomes badly conditioned,
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where!#a denotes the rms error in estimating#a obtained
from "ab, and Cab is the correlation coefficient between
parameters #a and #b.

Errors in the estimates of the parameters M, !, Mc, t0,
and deff in the case of the AdvLIGO detector are plotted
against the total mass M in Fig. 2. These errors are com-
puted assuming that the binary is placed at an effective
distance of 1 Gpc. Also plotted in the figures are the same
error bounds computed from the 3.5 PN accurate restricted
PN waveforms in the stationary phase approximation
(SPA), truncated at the Schwarzschild innermost stable
circular orbit (ISCO). It can be seen that, over a significant
range of the total mass, the error bounds in the complete
templates are largely better than those in the PN inspiral
waveforms. For binaries with M ¼ 100M" and ! ¼ 0:25,
the error bounds in various parameters using the complete
[PN] templates are !M=M ’ 0:34 [5.38]%, !!=! ’ 0:84
[12.98]%, !Mc=Mc ’ 0:35 [2.47]%, !t0 ’ 0:46
[15.51] ms, and !deff=deff ’ 1:36 [5.24]%. The errors in
estimating the same parameters using Initial LIGO and
Enhanced LIGO detectors are plotted in Figs. 3 and 4.

The rate of variation in the errors in different regions of
the parameter space can be understood by studying the

overlap function, which is the ambiguity function maxi-
mized over t0 and ’0 [76]. Figure 5 plots the contours of
the overlap between waveforms generated at different
points in the ðM;!Þ space. Notice the change in the shape
and orientation of the ambiguity ellipses, especially, as the
total mass of the binary is varied. While, to a very good
approximation, the chirp mass continues to remain as one
of the eigencoordinates [77] in the case of the low-mass
(with M % 20M"Þ binary inspiral (PN) waveforms, this is
no longer true for the complete waveforms of higher mass
systems. This is because the latter waveforms have more
information about the component masses than just the
chirp mass. The eigendirections change dramatically with
increasing total mass. It can be seen that the error trends
reported in Fig. 2 closely follow the shape of these ambi-
guity ellipses. This also means that while placing templates
in the inspiral-merger-ring-down searches, we will have to
consider these changes in the orientation of the ambiguity
ellipses. This will be studied in a future work.
One common problem encountered in the estimation of

errors using the Fisher information matrix is the following:
In some cases (especially in the case of large number of
parameters), the Fisher matrix becomes badly conditioned,
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where!#a denotes the rms error in estimating#a obtained
from "ab, and Cab is the correlation coefficient between
parameters #a and #b.

Errors in the estimates of the parameters M, !, Mc, t0,
and deff in the case of the AdvLIGO detector are plotted
against the total mass M in Fig. 2. These errors are com-
puted assuming that the binary is placed at an effective
distance of 1 Gpc. Also plotted in the figures are the same
error bounds computed from the 3.5 PN accurate restricted
PN waveforms in the stationary phase approximation
(SPA), truncated at the Schwarzschild innermost stable
circular orbit (ISCO). It can be seen that, over a significant
range of the total mass, the error bounds in the complete
templates are largely better than those in the PN inspiral
waveforms. For binaries with M ¼ 100M" and ! ¼ 0:25,
the error bounds in various parameters using the complete
[PN] templates are !M=M ’ 0:34 [5.38]%, !!=! ’ 0:84
[12.98]%, !Mc=Mc ’ 0:35 [2.47]%, !t0 ’ 0:46
[15.51] ms, and !deff=deff ’ 1:36 [5.24]%. The errors in
estimating the same parameters using Initial LIGO and
Enhanced LIGO detectors are plotted in Figs. 3 and 4.

The rate of variation in the errors in different regions of
the parameter space can be understood by studying the

overlap function, which is the ambiguity function maxi-
mized over t0 and ’0 [76]. Figure 5 plots the contours of
the overlap between waveforms generated at different
points in the ðM;!Þ space. Notice the change in the shape
and orientation of the ambiguity ellipses, especially, as the
total mass of the binary is varied. While, to a very good
approximation, the chirp mass continues to remain as one
of the eigencoordinates [77] in the case of the low-mass
(with M % 20M"Þ binary inspiral (PN) waveforms, this is
no longer true for the complete waveforms of higher mass
systems. This is because the latter waveforms have more
information about the component masses than just the
chirp mass. The eigendirections change dramatically with
increasing total mass. It can be seen that the error trends
reported in Fig. 2 closely follow the shape of these ambi-
guity ellipses. This also means that while placing templates
in the inspiral-merger-ring-down searches, we will have to
consider these changes in the orientation of the ambiguity
ellipses. This will be studied in a future work.
One common problem encountered in the estimation of

errors using the Fisher information matrix is the following:
In some cases (especially in the case of large number of
parameters), the Fisher matrix becomes badly conditioned,
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Astrophysics using GW observations 

• Measuring the mass function of 
black holes and neutron stars by 
combining multiple observations of  
compact binary coalescences.  
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[Messenger, Del Pozzo, Veitch, in Prep]

Walter Del Pozzo IUCAA, 15th Dec,Pune

Measuring the mass function

• Observing a population of CBC events will allow the 
determination of the mass distribution of compact binaries 

• Strong constraints for stellar evolution models

24

Messenger, Del Pozzo, Veitch, in preparation

simulated mass 
function

reconstructed mass 
function from 1 year of 
Adv LIGO observation



Astrophysics using GW observations 

• SGRB central engines Short-hard GRBs 
are hypothesized to be powered by 
compact-binary mergers. One unique 
coincident GRB-GW observation will shed 
light on this.
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2 Metzger & Berger

of the event (Phinney 2009; Mandel & O’Shaughnessy
2010), for example an association with specific stellar
populations (e.g., Fong et al. 2010).
Motivated by the importance of EM detections, in this

paper we address the critical question: What is the most
promising EM counterpart of a compact object binary
merger? The answer of course depends on the definition
of “most promising”. In our view, a promising coun-
terpart should exhibit four Cardinal Virtues, namely it
should:

1. Be detectable with present or upcoming telescope
facilities, provided a reasonable allocation of re-
sources.

2. Accompany a high fraction of GW events.

3. Be unambiguously identifiable (a “smoking gun”),
such that it can be distinguished from other astro-
physical transients.

4. Allow for a determination of ∼ arcsecond sky posi-
tions.

Virtue #1 is necessary to ensure that effective EM
searches indeed take place for a substantial number of
GW triggers. Virtue #2 is important because a large
number of events may be necessary to build up statis-
tical samples, particularly if GW detections are rare; in
this context, ALIGO/Virgo is predicted to detect NS-
NS mergers at a rate ranging from ∼ 0.4 to ∼ 400 yr−1,
with a “best-bet” rate of ∼ 40 yr−1 (Abadie et al. 2010b;
cf. Kopparapu et al. 2008), while the best-bet rate for
detection of NS-BH mergers is ∼ 10 yr−1. Virtue #3 is
necessary to make the association with high confidence
and hence to avoid contamination from more common
transient sources (e.g., supernovae). Finally, Virtue #4
is essential to identifying the host galaxy and hence the
redshift, as well as other relevant properties (e.g., asso-
ciation with specific stellar populations).
It is important to distinguish two general strategies

for connecting EM and GW events. One approach is to
search for a GW signal following an EM trigger, either in
real time or at a post-processing stage (e.g., Finn et al.
1999; Mohanty et al. 2004). This is particularly promis-
ing for counterparts predicted to occur in temporal co-
incidence with the GW chirp, such as short-duration
gamma-ray bursts (SGRBs). Unfortunately, most other
promising counterparts (none of which have yet been in-
dependently identified) occur hours to months after co-
alescence6. Thus, the predicted arrival time of the GW
signal will remain uncertain, in which case the additional
sensitivity gained from this information is significantly
reduced. For instance, if the time of merger is known
only to within an uncertainty of ∼ hours(weeks), as we
will show is the case for optical(radio) counterparts, then
the number of trial GW templates that must be searched
is larger by a factor ∼ 104 − 106 than if the merger time
is known to within seconds, as in the case of SGRBs.

6 Predicted EM counterparts that may instead precede the
GW signal include emission powered by the magnetosphere of the
NS (e.g. Hansen & Lyutikov 2001; McWilliams & Levin 2011), or
cracking of the NS crust due to tidal interactions (e.g. Troja et al.
2010), during the final inspiral. However, given the current uncer-
tainties in these models, we do not discuss them further.

BH

θobs

θj
Tidal Tail & Disk Wind

Ejecta−ISM Shock

Merger Ejecta 

v ~ 0.1−0.3 c

Optical (hours−days)

Kilonova
Optical (t ~ 1 day)

Jet−ISM Shock (Afterglow)

GRB
(t ~ 0.1−1 s)

Radio (weeks−years)

Radio (years)

Fig. 1.— Summary of potential electromagnetic counterparts
of NS-NS/NS-BH mergers discussed in this paper, as a function
of the observer angle, θobs. Following the merger a centrifugally
supported disk (blue) remains around the central compact object
(usually a BH). Rapid accretion lasting ! 1 s powers a collimated
relativistic jet, which produces a short-duration gamma-ray burst
(§2). Due to relativistic beaming, the gamma-ray emission is re-
stricted to observers with θobs ! θj , the half-opening angle of the
jet. Non-thermal afterglow emission results from the interaction of
the jet with the surrounding circumburst medium (red). Optical af-
terglow emission is observable on timescales up to∼ days−weeks by
observers with viewing angles of θobs ! 2θj (§3.1). Radio afterglow
emission is observable from all viewing angles (isotropic) once the
jet decelerates to mildly relativistic speeds on a timescale of weeks-
months, and can also be produced on timescales of years from sub-
relativistic ejecta (§3.2). Short-lived isotropic optical emission last-
ing ∼ few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in
the ejecta (§4).

A second approach, which is the primary focus of
this paper, is EM follow-up of GW triggers. A poten-
tial advantage in this case is that counterpart searches
are restricted to the nearby universe, as determined by
the ALIGO/Virgo sensitivity range (redshift z ! 0.05−
0.1). On the other hand, a significant challenge are the
large error regions, which are estimated to be tens of
square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009;
Wen & Chen 2010; Nissanke et al. 2011). Although it
has been argued that this difficulty may be alleviated
if the search is restricted to galaxies within 200 Mpc
(Nuttall & Sutton 2010), we stress that the number of
galaxies with L " 0.1L∗ (typical of SGRB host galax-
ies; Berger 2009, 2011b) within an expected GW error
region is ∼ 400, large enough to negate this advantage
for most search strategies. In principle the number of
candidate galaxies could be reduced if the distance can
be constrained from the GW signal; however, distance
estimates for individual events are rather uncertain, es-
pecially at that low SNRs that will characterize most de-
tections (Nissanke et al. 2010). Moreover, current galaxy
catalogs are incomplete within the ALIGO/Virgo volume
(e.g. Kulkarni & Kasliwal 2009), especially at lower lu-
minosities. Finally, some mergers may also occur outside
of their host galaxies (Berger 2010a; Kelley et al. 2010).
At the present there are no optical or radio facilities

that can provide all-sky coverage at a cadence and depth
matched to the expected light curves of EM counter-

gamma-rays

optical/IR

radio

[Metzger & Berger (2011)]
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• SGRB central engines Short-hard GRBs 
are hypothesized to be powered by 
compact-binary mergers. One unique 
coincident GRB-GW observation will shed 
light on this.

Only 2/19 of  the observed SGRBs are 
localized to z ≲ 0.2. BUT, only 1/3 of  
the observed GRBs has enabled z 
determination!
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[Metzger & Berger (2011)]

Observed & expected distribution of SGRBs (Swift)

Electromagnetic Counterparts of Neutron Star Mergers 3

parts. As we show in this paper, even the Large Syn-
optic Survey Telescope (LSST), with a planned all-sky
cadence of 4 d and a depth of r ≈ 24.7 mag, is unlikely
to effectively capture the range of expected EM coun-
terparts. Thus, targeted follow-up of GW error regions
is required, whether the aim is to detect optical or radio
counterparts. Even with this approach, the follow-up ob-
servations will still require large field-of-view telescopes
to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large
amount of time to scan the full error region.
Our investigation of EM counterparts is organized as

follows. We begin by comparing various types of EM
counterparts, each illustrated by the schematic diagram
in Figure 1. The first is an SGRB, powered by accretion
following the merger (§2). Even if no SGRB is produced
or detected, the merger may still be accompanied by rel-
ativistic ejecta, which will power non-thermal afterglow
emission as it interacts with the surrounding medium. In
§3 we explore the properties of such “orphan afterglows”
from bursts with jets nearly aligned towards Earth (op-
tical afterglows; §3.1) and for larger viewing angles (late
radio afterglows; §3.2). We constrain our models using
the existing observations of SGRB afterglows, coupled
with off-axis afterglowmodels. We also provide a realistic
assessment of the required observing time and achievable
depths in the optical and radio bands. In §4 we consider
isotropic optical transients powered by the radioactive
decay of heavy elements synthesized in the ejecta (“kilo-
novae”). In §5 we compare and contrast the potential
counterparts in the context of our four Cardinal Virtues.
Although some of these counterparts have been discussed
previously in the literature, we examine them together to
better highlight their relative strengths and weaknesses.
Drawing on the properties of the various counterparts,
in §6 we make specific recommendations for optimizing
the follow-up with γ-ray satellites, wide-field optical tele-
scopes (PTF, Pan-STARRS, LSST), and radio telescopes
(EVLA, ASKAP). We summarize our conclusions in §7.

2. SHORT-DURATION GAMMA-RAY BURSTS

The most commonly discussed EM counterpart of NS-
NS/NS-BH mergers is an SGRB, powered by accretion
onto the central compact object (e.g., Paczynski 1986;
Eichler et al. 1989; Narayan et al. 1992; Rezzolla et al.
2011). The Swift satellite, and rapid follow-up observa-
tions with ground-based telescopes, have revolutionized
our understanding of SGRBs by detecting and localizing
a significant number of their afterglows for the first time
(e.g., Berger et al. 2005; Fox et al. 2005; Hjorth et al.
2005; Bloom et al. 2006). This has enabled the dis-
covery that SGRBs originate from more evolved stel-
lar populations than those of long-duration GRBs, con-
sistent with an origin associated with NS-NS mergers
(Berger et al. 2005; Bloom et al. 2006; Leibler & Berger
2010; Berger 2011b; Fong et al. 2011a). The study of
SGRB afterglows has also established a scale for the en-
ergy release and circumburst density that are lower than
for long GRBs, with E ! 1051 erg and n ! 0.1 cm−3

(Berger et al. 2005; Soderberg et al. 2006; Berger 2007a).
These observations have also provided evidence for col-
limation in at least one case (GRB 051221A), with a jet
half-opening angle of θj ≈ 0.12 (Burrows et al. 2006;
Soderberg et al. 2006), and upper or lower limits in ad-

Fig. 2.— Cumulative detection rate of SGRBs with measured
redshifts > z (thick solid line), calculated using 19 (mostly Swift)
SGRBs (e.g., Berger 2011b). Dashed vertical lines mark the esti-
mated sensitivity range of ALIGO/Virgo to NS-NS and NS-BH
mergers, respectively, including a boost due to the face-on bi-
nary orientation. The thin solid line shows an approximate fit
to ṄGRB,obs(> z) at low redshift. The dot-dashed line shows an
estimate of the total SGRB detection rate (with or without redshift
information) by an all-sky γ-ray telescope with a sensitivity similar
to Fermi/GBM.

ditional cases (Fox et al. 2005; Grupe et al. 2006; Berger
2007b), overall suggestive of wider opening angles than
for long GRBs.
Despite this progress, it is not yet established that

all SGRBs are uniquely associated with NS-NS/NS-BH
mergers (e.g., Hurley et al. 2005; Metzger et al. 2008b),
nor that all mergers lead to an energetic GRB. The
energy of the GRB jet, for instance, may depend sen-
sitively on the mass of the remnant accretion disk,
which from numerical simulations appears to vary by or-
ders of magnitude (∼ 10−3 − 0.1 M"), depending on
the properties of the binary and the high-density equa-
tion of state (Ruffert et al. 1997; Janka et al. 1999; Lee
2001; Rosswog et al. 2003; Shibata & Taniguchi 2008;
Duez et al. 2010; Chawla et al. 2010).
Although SGRBs are bright, they occur relatively

rarely within the range of ALIGO/Virgo. To illustrate
this point, in Figure 2 we plot the cumulative rate
at which SGRBs are currently detected above a red-
shift z, ṄGRB,obs(> z). This distribution includes 19
SGRBs with well-determined redshifts, obtained from
host galaxy associations (e.g., Berger 2009). Since its
launch in late 2004 Swift has detected SGRBs at a
rate of ∼ 10 yr−1, of which ∼ 1/3 have measured red-
shifts. Shown for comparison are the sensitivity ranges
Dr ≈ 1.5 × 196[410] ≈ 295[615] Mpc for detection of
NS-NS[NS-BH] mergers by ALIGO/Virgo7, where the
factor of ≈ 1.5 (included only in this section and §3.1)
accounts for the stronger GW signal from face-on merg-
ers, which characterize the geometry of GRB jets (e.g.,

7 Throughout this paper we adopt the fiducial values for Dr ≈
200 Mpc from Abadie et al. (2010b), who define detections as
events with signal-to-noise ratio (SNR) of 8 in a single detector,
assuming NS/BH masses of 1.4/10M!. This choice is conservative
because for a network of N detectors, the sensitivity range at fixed
SNR increases Dr ∝ N1/2. On the other hand, the real detection
range of a network depends on the data quality (e.g., Gaussianity
and stationarity) and detection pipeline. Once a value for Dr is
chosen, all of the results presented in this paper may be rescaled
accordingly.
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Astrophysics using GW observations 

• EoS of neutron stars BNS/NSBH inspiral 
signals contain information of  the NS EoS 
(through tidal deformation). 

Need “fairly loud events” (SNR ≃ 16) 
in Adv LIGO (expectation: ~5 BNS & 1 
NSBH events per year). 

28

In the unshaded region, the tidal deformation can be 
measured in Adv LIGO.  3G detectors will make 
very accurate measurements. 
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FIG. 4. Measurability of the tidal polarizability parameter
Gµ2 (in units of km5) as a function of the neutron star mass
for a sample of realistic EOS from Table I. This plot refers to
the observation (at the SNR level ρ = 16) of the gravitational
wave signal from an equal-mass BNS merger as seen by a sin-
gle advanced LIGO detector. The solid lines represent the
values of Gµ2 as a function of the NS mass, while the dashed
lines represent the 1 σ (68% confidence level) expected sta-
tistical errors. The vertical line marks the canonical NS mass
1.4M!. Note that over a wide range of masses each solid
line lies comfortably above the corresponding measurability
threshold, therefore indicating that the advanced LIGO-Virgo
detector network can significantly measure Gµ2.

either to the conservative prior |β| < 8.5 (second row) or
the lack of any prior (first row) are close to each other
but differ from the strongly β-constrained results by very
significant factors. To be precise, the measurability of the
chirp mass is worsened by a factor larger than seven; that
of the symmetric mass ratio is worsened by a factor of
order 30!; finally, that of Gµ2 is only worsened by about
20%. These results are linked to the different origins of
the effective signals contributing to the measurability of
the various parameters displayed in Fig. 3.
We can roughly summarize the results for the measur-

ability of the nontidal parameters (in the strongly con-
strained β cases) in the following way:

σM
M

≈
4.3× 10−4

ρ
, (67)

and

σν
ν

≈
0.11

ρ
. (68)

For instance, when ρ = 10 this means that the chirp mass
is measured to a fractional precision of 4 × 10−5, while
the symmetric mass ratio is measured at a fractional pre-
cision of 0.01. As usual, the fractional precision on M is

excellent (and has not been very significantly worsened
by the inclusion of the tidal term, as shown by compar-
ing to the results of Refs. [31, 32]). By contrast, the
fractional precision on ν has been significantly worsened
(by a factor of order 1.7) compared to Refs. [31, 32] when
fitting for an extra tidal parameter6. This worsening in
the measurability of ν might make it difficult to distin-
guish stars with a mass ratio between 0.75 and 1. For
instance, if we considered a BNS with MA = 1.2M",
MB = 1.6M" (i.e., MA/MB = 0.75) its symmetric mass
ratio is ν ≈ 0.2449, so that 1− 4ν = 0.0204, correspond-
ing to a fractional δν/ν ≈ 0.02. Comparing this with the
measurement error in ν for ρ = 8, Eq. (68), this is only a
2σ-level deviation. Actually, this problem may be cured
by doing two separate analyses of the GW data, one using
inspiral data only up to a cut-off frequency small enough
to be able to neglect tidal effects (without trying to fit
for tidal parameters), which will probably give a better
estimate of the mass ratio. And a separate analysis of
the data up to (and possibly beyond) the merger aimed
at extracting EOS–dependent information.
The last two columns of the table exhibit the SNR-

normalized absolute and relative errors on Gµ2 in the
case where one uses as upper frequency cut-off fmax =
450 Hz as done in Ref. [5, 9]. The use of such a lower
cut-off leads to a dramatic worsening (by a factor ∼ 7)
of the measurability of Gµ2 (the origin of this worsening
is illustrated in Fig. 2, which includes a line at 450 Hz).
On the other hand, Hinderer et al. [9] computed a

SNR-normalized uncertainty on Gµ2 for the 1.4M" +
1.4M" system equal to σ̂Hinderer

Gµ2
= 35 × 19.3 ×

0.66743104 km5 = 450.84 × 104 km5 (see second row of
their Table II which corresponds7 to a SNR ρ = 35).
Considering for example the SLy EOS, this is a factor
38 larger than the corresponding result in Table II for
our preferred 5-parameter analysis. This large factor
can be viewed as originating from the product of sev-
eral subfactors: (i) a factor of order (f c/450 Hz)2.2 =
(1704/450)2.2 ≈ 18.7 due (according to Eq. (23) of
Ref. [9]) to their use of a cut-off at 450 Hz; (ii) a fac-
tor ∼ 1.24 due their use of a conservative prior (8.5) on
β; iii) a supplementary factor coming from the fact they
also fit for the 2PN spin-spin parameter σ (with a con-
servative prior), thereby working with seven correlated
parameters.

6 Note that when one is fitting for the spin parameter β, the frac-
tional precision of ν becomes dramatically worsened, down to
the level σ̂ln ν ∼ 2.8. In the case of EOSs GNH3 and BSK21 this
renders the fractional accuracy on ν comparable to the fractional
accuracy on Gµ2. In such a case there can be a large difference
in the measurability of λT , Eq. (59) versus λ′

T , Eq. (61), espe-
cially in view of the correspondingly large correlation between
Gµ2 and ν.

7 We could not reconcile the statement in Ref. [9] that they con-
sider a source at a distance of 100 Mpc, with an amplitude av-
eraged over sky position and relative inclination, with the SNR
35 quoted in their Table II, which, according to Abadie et al. [1]
seems to correspond to an optimally oriented source at 100 Mpc.

[Damour et al (2012)]
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Astrophysics using GW observations 

• EoS of neutron stars BNS/NSBH inspiral 
signals contain information of  the NS EoS 
(through tidal deformation). 

Merger/ring-down part expected to 
have clearer signature. NR simulations 
are getting mature to explore this. 
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[Lackey et al (2011)]

NR simulation of 
BH-NS binary with 
two different EoS. 

BBH simulation 
with same 

parameters
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FIG. 2: h+ and |h| = |h+ � ih⇥| for BHNS waveforms for (Q = 2,MNS = 1.35 M�) with two di↵erent EOS are represented
by solid red and blue curves respectively. The softest EOS p.3�2.4 is on top and the sti↵est EOS p.9�3.0 is on bottom. An
EOB BBH waveform (dashed) with the same values of Q and MNS is matched to each numerical waveform within the matching
window TI < t < TF bounded by solid vertical lines. A hybrid EOB BBH–Numerical BHNS waveform is generated by splicing
the waveforms together within a splicing window SI < t < SF bounded by dotted vertical lines. The matching window is 12 ms
long and ends at the numerical merger time tNR

M (time when the numerical waveform reaches its maximum amplitude), while
the splicing window is 4 ms long and begins at the start of the matching window (SI = TI).

of EOS parameters since the EOS dependence is coming
solely from the numerical waveforms.

A. Matching procedure

We use a method similar to that described by Read
et al. [12] to join each of the numerical BHNS wave-
forms to a reference EOB waveform, generating a hy-
brid EOB–numerical waveform. Denote a complex nu-
merical waveform by hNR(t) = hNR

+ (t) � ihNR
⇥ (t) and an

EOB waveform with the same Q and MNS by hEOB(t) =
hEOB
+ (t)� ihEOB

⇥ (t). A constant time-shift ⌧ and phase-
shift � can be applied to the EOB waveform to match
it to a section of the numerical waveform by rewriting
it as hEOB(t � ⌧)e�i�. We hold the numerical wave-
form fixed because we must specify a matching window
TI < t < TF , and as discussed below, there is only a
small region of the numerical waveforms over which a
valid match can be performed. Once the values of ⌧
and � are determined, we will then choose to instead

hold the EOB waveform fixed and shift the numerical
waveform in the opposite direction by rewriting it as
hshift
NR (t) = hNR(t + ⌧)e+i�. This is done so that all of

the numerical waveforms with the same Q and MNS are
aligned relative to a single fixed reference EOB waveform.
Over a matching window TI < t < TF (bounded by

solid vertical lines in Fig. 2), the normalized match be-
tween the waveforms is defined as

m(⌧,�) =
Re

⇥
z(⌧)ei�

⇤

�NR�EOB(⌧)
, (11)

where

z(⌧) =

Z TF

TI

hNR(t)h
⇤
EOB(t� ⌧) dt (12)

and the normalizations for each waveform in the denom-
enator are defined as

�2
NR =

Z TF

TI

|hNR(t)|2 dt (13)
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FIG. 2: h+ and |h| = |h+ � ih⇥| for BHNS waveforms for (Q = 2,MNS = 1.35 M�) with two di↵erent EOS are represented
by solid red and blue curves respectively. The softest EOS p.3�2.4 is on top and the sti↵est EOS p.9�3.0 is on bottom. An
EOB BBH waveform (dashed) with the same values of Q and MNS is matched to each numerical waveform within the matching
window TI < t < TF bounded by solid vertical lines. A hybrid EOB BBH–Numerical BHNS waveform is generated by splicing
the waveforms together within a splicing window SI < t < SF bounded by dotted vertical lines. The matching window is 12 ms
long and ends at the numerical merger time tNR

M (time when the numerical waveform reaches its maximum amplitude), while
the splicing window is 4 ms long and begins at the start of the matching window (SI = TI).

of EOS parameters since the EOS dependence is coming
solely from the numerical waveforms.

A. Matching procedure

We use a method similar to that described by Read
et al. [12] to join each of the numerical BHNS wave-
forms to a reference EOB waveform, generating a hy-
brid EOB–numerical waveform. Denote a complex nu-
merical waveform by hNR(t) = hNR

+ (t) � ihNR
⇥ (t) and an

EOB waveform with the same Q and MNS by hEOB(t) =
hEOB
+ (t)� ihEOB

⇥ (t). A constant time-shift ⌧ and phase-
shift � can be applied to the EOB waveform to match
it to a section of the numerical waveform by rewriting
it as hEOB(t � ⌧)e�i�. We hold the numerical wave-
form fixed because we must specify a matching window
TI < t < TF , and as discussed below, there is only a
small region of the numerical waveforms over which a
valid match can be performed. Once the values of ⌧
and � are determined, we will then choose to instead

hold the EOB waveform fixed and shift the numerical
waveform in the opposite direction by rewriting it as
hshift
NR (t) = hNR(t + ⌧)e+i�. This is done so that all of

the numerical waveforms with the same Q and MNS are
aligned relative to a single fixed reference EOB waveform.
Over a matching window TI < t < TF (bounded by

solid vertical lines in Fig. 2), the normalized match be-
tween the waveforms is defined as

m(⌧,�) =
Re

⇥
z(⌧)ei�

⇤

�NR�EOB(⌧)
, (11)

where

z(⌧) =

Z TF

TI

hNR(t)h
⇤
EOB(t� ⌧) dt (12)

and the normalizations for each waveform in the denom-
enator are defined as
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Tests of GR using GW observations 

• Speed of GWs Time-delay between GW 
and EM (γ-ray) signals from SGRBs can 
constrain the speed of  GWs [Will 1998]. 
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The sensitivity of searches scales as square root of the timebase for a coherent search down to
fourth root of timebase for semi-coherent searches. Thus, if one could make a change to the
instrument that improved sensitivity at frequencies above 1 kHz by a factor of 3 and keep this
running for 3 months it would be equivalent to running for more than 2 years for a coherent search
(which is not practical for blind searches at all) and more than 10 years for a semi-coherent search.

There are two main methods of discovery of new continuous wave sources – a search for unknown
sources and a followup of millisecond pulsars discovered by radio/X-ray/�-ray surveys. Since the
gravitational-wave strain at fixed ellipticity increases with the square of the spin frequency, we
expect most gravitational-wave emitting pulsars to be discovered at high frequencies.

For evaluating variations on the LIGO 3 baseline design, we adopt two figures of merit: (1) The
integrated search volume of a PowerFlux-like blind search, where we consider the frequency space
up to 1500 Hz. (2) A targeted search for a pulsar with parameters similar to J1023+0038 (frequency
2 ⇥ 592 Hz, distance 900 pc).

The results for these FOMs under variations of the baseline design are summarized in Table 1. For
both FOMs we find the strongest improvement with increased squeezing.

4.5 Dense Matter Equation of State

In addition to the information gained through observations of GWs from pulsars, the inspiral and
merger of BH/NS or NS/NS binaries can provide a wealth of information about the NS Equation
of State (EoS). This may come about through observing tidal disruption of the NS in a BH/NS
inspiral, observing the phase evolution of the inspiral, and/or the pulsations of the newly born NS
after the merger.

4.6 Testing General Relativity

4.6.1 Testing properties of freely-propagating gravitational waves

We should be able to test the following properties of freely-propagating gravitational waves (GWs):
(i) whether they propagate at the speed of light, or is there any non-trivial dispersion relations, e.g.,
due to mass of the graviton, (ii) does the GW have a scalar component; is the tensor component a
transverse wave, (iii) whether the GWs decay during their propagation, (iv) whether the polariza-
tion tensor simply parallel transports during the propagation, or does it get distorted.

Speed of propagation of GWs: According to General Relativity (GR), GWs travel with the
speed c of light. In other theories, the speed vg of propagation of GWs could be di↵erent [146].
Coincident observation of electromagnetic (EM) and GW signals from astrophysical sources such
as GRBs or core-collapse supernovae will enable us to measure the time-delay �ta between the
EM and GW signals, and thus to constrain the speed of GWs. For the case of a source located at a
distance D,

c
c � vg =

D
c�t

; �t = �ta � [(1 + z)�ts + �tm] (4)

where �ts is the time-delay between the GW and EM emissions at the source, z the cosmological
red shift, and �tm is the error in measuring the time-delay between the GW and EM signals at the
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Tests of GR using GW observations 

• Mass of the graviton A bound on vg 
implies a bound on the graviton-mass [Will 
1998]. 
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From the coincident GW+EM observation (Δt = 
1sec) of one SGRB, powered by NSBH merger 
(located at the horizon distance). 

LIGO-T1200099–v2

detector.

The most promising astrophysical sources for this test are short-hard GRBs (assuming that they
are powered by compact-binary inspirals). The time-delay �ts between the GW and EM emissions
at the source is currently uncertain by a few seconds, and the measurement error �tm (few millisec-
onds [147]) is negligible compared to this. It can be seen from Eq.(4) that the sensitivity of this
test is proportional to the distance to the source, and the best bound is provided by sources located
at the horizon distance of the detector (see left panel of Figure 8).

Mass of the graviton: One particular scenario in which the speed of GWs could di↵er from c is
in the case of graviton having a non-zero rest mass. This is characterized by the dispersion relation
v2g/c

2 = 1 � m2
g c4/E2

g, where mg is the rest mass and Eg ⌘ h fGW the energy of the graviton with
frequency fGW, h being the Planck constant. If a velocity vg , c is determined from the time-delay
between GW and EM signals, this provides the following bound on the graviton mass:

mg .
h fGW

c2

q
1 � v2g/c2 (5)

If the GW signal contains multiple frequencies, the bound on mg is limited by the maximum fre-
quency content. In the case of CBCs, the largest frequency (say, the ISCO frequency) is inversely
proportional to the total mass of the binary. Thus, the more massive the binary is the better is
the bound. Figure 8 (middle panel) shows the expected bounds on the Compton wavelength
(�g ⌘ h/mgc) of the graviton from observations of di↵erent equal-mass binaries (larger bounds
are more sensitive).

CBC observations also enable to estimate the mass of the graviton even in the absence of an EM
counterpart. In the case of CBCs, the GW frequency sweeps from lower to higher frequencies.
If the graviton is massive, di↵erent frequency components travel with di↵erent speeds, causing
a distortion in the observed waveform [148]. In particular, the observed GW phase  ( f ) in the
frequency domain will be deviated from the phase  GR( f ) predicted by GR:

 ( f ) =  GR( f ) � ⇡D
�2
g(1 + z)

f �1, (6)

where �g ⌘ h/mgc is the Compton wavelength of the graviton. The right panel of Figure 8 shows
the expected bounds on �g assuming 3.5PN non-spinning inspiral waveforms for  GR( f ).

Decay of GWs during propagation: If GWs decay during propagation (apart from the expected
1/r fallo↵; e.g. due to dissipation), distant sources would appear to be systematically weaker.
The detection of this requires a population of coincident GW+EM observations with red shift z
estimation (say, from the merger binary neutron stars). Then we look for a systematic suppression
of GW amplitude for higher-z sources. The sensitivity of this test would be proportional to the
distance traveled by the GWs. Assuming that the red shift can be accurately estimated for sources
located at arbitrary distances, the relevant figure of merit for GW detectors is simply the horizon
distance.

Detecting transverse scalar polarizations: At leading order in ⌦L/c, where ⌦ is the GW fre-
quency and L is arm length, a transverse scalar component of GW, which produces light phase
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detector.

The most promising astrophysical sources for this test are short-hard GRBs (assuming that they
are powered by compact-binary inspirals). The time-delay �ts between the GW and EM emissions
at the source is currently uncertain by a few seconds, and the measurement error �tm (few millisec-
onds [147]) is negligible compared to this. It can be seen from Eq.(4) that the sensitivity of this
test is proportional to the distance to the source, and the best bound is provided by sources located
at the horizon distance of the detector (see left panel of Figure 8).

Mass of the graviton: One particular scenario in which the speed of GWs could di↵er from c is
in the case of graviton having a non-zero rest mass. This is characterized by the dispersion relation
v2g/c

2 = 1 � m2
g c4/E2

g, where mg is the rest mass and Eg ⌘ h fGW the energy of the graviton with
frequency fGW, h being the Planck constant. If a velocity vg , c is determined from the time-delay
between GW and EM signals, this provides the following bound on the graviton mass:

mg .
h fGW

c2

q
1 � v2g/c2 (5)

If the GW signal contains multiple frequencies, the bound on mg is limited by the maximum fre-
quency content. In the case of CBCs, the largest frequency (say, the ISCO frequency) is inversely
proportional to the total mass of the binary. Thus, the more massive the binary is the better is
the bound. Figure 8 (middle panel) shows the expected bounds on the Compton wavelength
(�g ⌘ h/mgc) of the graviton from observations of di↵erent equal-mass binaries (larger bounds
are more sensitive).

CBC observations also enable to estimate the mass of the graviton even in the absence of an EM
counterpart. In the case of CBCs, the GW frequency sweeps from lower to higher frequencies.
If the graviton is massive, di↵erent frequency components travel with di↵erent speeds, causing
a distortion in the observed waveform [148]. In particular, the observed GW phase  ( f ) in the
frequency domain will be deviated from the phase  GR( f ) predicted by GR:

 ( f ) =  GR( f ) � ⇡D
�2
g(1 + z)

f �1, (6)

where �g ⌘ h/mgc is the Compton wavelength of the graviton. The right panel of Figure 8 shows
the expected bounds on �g assuming 3.5PN non-spinning inspiral waveforms for  GR( f ).

Decay of GWs during propagation: If GWs decay during propagation (apart from the expected
1/r fallo↵; e.g. due to dissipation), distant sources would appear to be systematically weaker.
The detection of this requires a population of coincident GW+EM observations with red shift z
estimation (say, from the merger binary neutron stars). Then we look for a systematic suppression
of GW amplitude for higher-z sources. The sensitivity of this test would be proportional to the
distance traveled by the GWs. Assuming that the red shift can be accurately estimated for sources
located at arbitrary distances, the relevant figure of merit for GW detectors is simply the horizon
distance.

Detecting transverse scalar polarizations: At leading order in ⌦L/c, where ⌦ is the GW fre-
quency and L is arm length, a transverse scalar component of GW, which produces light phase
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Tests of GR using GW observations 

• Mass of the graviton A bound on vg 
implies a bound on the graviton-mass [Will 
1998].

GW observations of  CBCs can constrain 
the mass of  graviton without relying on 
an EM counterpart. 
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hfGW

Different frequency components travel with 
different speeds ➝ characteristic deformation in 

the observed signal!



Tests of GR using GW observations 

• Mass of the graviton A bound on vg 
implies a bound on the graviton-mass [Will 
1998].

GW observations of  CBCs can constrain 
the mass of  graviton without relying on 
an EM counterpart. 
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32 pc

3.2 pc

0.3 pc

0.03 pc
solar system bound

[Keppel & Ajith (2010)]

Expected bounds on the Compton wavelength of the 
graviton from BBH observations by future detectors. 
(dL = 1 Gpc)



Early Universe Cosmology 

• Stochastic GW spectrum predicted by 
std. inflationary cosmology is too low 
to be detected by Advanced LIGO. 
However, the upper limits will 
constrain more exotic models. 
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This filter optimizes the signal-to-noise ratio, enhancing the fre-
quencies at which the signal of the template gravitational-wave spec-
trum VGW(f) is strong, while suppressing the frequencies at which the
detector noise (P1(f ) and P2(f )) is large. In equation (2), and
throughout this Letter, we assume the present value of the Hubble
parameter H0 5 72 km s21 Mpc21 (ref. 21), and use c(f ) to denote
the overlap reduction function8, arising from the overlap of antenna
patterns of interferometers at different locations and with different
orientations. For the H1–L1 and H2–L1 pairs, the sensitivity above
roughly 50 Hz is attenuated due to the overlap reduction. As most
theoretical models in the LIGO frequency band are characterized by a
power-law spectrum, we assume a power-law template gravitational-
wave spectrum with index a: VGW(f ) 5 Va(f/100 Hz)a. The normal-
ization constant N in equation (2) is chosen such that the expected
value of the optimally filtered cross-correlation is Va.

We apply the above search technique to the data acquired by LIGO
during the science run S5. We include two interferometer pairs: H1–
L1 and H2–L1. Summing up the contributions to the cross-correla-
tion in the frequency band 41.5–169.25 Hz, which contains 99% of
the sensitivity, leads to the final point estimate for the frequency
independent gravitational-wave spectrum (a 5 0): V0 5 (2.1 6 2.7) 3
1026, where the quoted error is statistical. We calculate the Bayesian
95% confidence upper limit for V0, using the previous LIGO result
(S4 run22) as a prior for V0 and averaging over the interferometer
calibration uncertainty. This procedure yields the 95% confidence
upper limit V0 , 6.9 3 1026. For other values of the power index a
in the range between 23 and 3, the 95% upper limit varies between
1.9 3 1026 and 7.1 3 1026. These results constitute more than an

order of magnitude improvement over the previous LIGO result in
this frequency region22. Figure 2 shows this result in comparison with
other observational constraints and some of the cosmological SGWB
models.

Before the result described here, the most constraining bounds on
the SGWB in the frequency band around 100 Hz came from the Big
Bang nucleosynthesis (BBN) and from cosmic microwave back-
ground (CMB) measurements. The BBN bound is derived from
the fact that a large gravitational-wave energy density at the time of
BBN would alter the abundances of the light nuclei produced in the
process. Hence, the BBN model and observations constrain the total
gravitational-wave energy density at the time of nucleosynthesis1,6:

VBBN~

ð
VGW fð Þ d ln fð Þv1:1|10{5 Nn{3ð Þ ð3Þ

where Nn (the effective number of neutrino species at the time of
BBN) captures the uncertainty in the radiation content during
BBN. Measurements of the light-element abundances, combined
with the Wilkinson Microwave Anisotropy Probe (WMAP) data
give the upper bound Nn – 3 , 1.4 (ref. 23). Similarly, a large
gravitational-wave background at the time of decoupling of CMB
would alter the observed CMB and matter power spectra. Assu-
ming homogeneous initial conditions, the total gravitational-wave
energy density at the time of CMB decoupling is constrained toÐ

VGW(f ) d(ln f ) , 1.3 3 1025 (ref. 7). In the LIGO frequency band
and for a 5 0, these bounds become: VBBN

0 v1:1|10{5 and
VCMB

0 v9:5|10{6. Our result has now surpassed these bounds,

CMB large
angle

Pulsar
limit

LIGO S4

AdvLIGO

BBNCMB and matter
spectra

Planck

In!ation

LISA
Pre-Big-Bang

Cosmic strings
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Figure 2 | Comparison of different SGWB measurements and models. The
95% upper limit presented here, V0v6:9|10{6 (LIGO S5), applies in the
frequency band 41.5–169.25 Hz, and is compared to the previous LIGO S4
result22 and to the projected Advanced LIGO sensitivity25. Note that the
corresponding S5 95% upper bound on the total gravitational-wave energy
density in this band, assuming frequency independent spectrum, is
9.7 3 1026. The indirect bound due to BBN1,6 applies to
VBBN~

Ð
VGW( f )d( ln f ) (and not to the density VGW(f )) over the frequency

band denoted by the corresponding horizontal line, as defined in equation 3.
A similar integral bound (over the range 10215–1010 Hz) can be placed using
CMB and matter power spectra7. Projected sensitivities of the satellite-based
Planck CMB experiment7 and LISA gravitational-wave detector26 are also
shown. The pulsar bound27 is based on the fluctuations in the pulse arrival
times of millisecond pulsars and applies at frequencies around 1028 Hz.
Measurements of the CMB at large angular scales constrain the possible
redshift of CMB photons due to the SGWB, and therefore limit the
amplitude of the SGWB at largest wavelengths (smallest frequencies)6.
Examples of inflationary9,10, cosmic strings4,5,15,16, and pre-Big-Bang11–13

models are also shown (the amplitude and the spectral shape in these models
can vary significantly as a function of model parameters).
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Figure 3 | Constraining early Universe evolution. The gravitational-wave
spectrum VGW fð Þ is related to the parameters that govern the evolution of

the Universe3: VGW fð Þ~A f âa fð Þ f n̂nt fð Þ r, where âa fð Þ~2
3ŵw fð Þ{1

3ŵw fð Þz1
, r is the

ratio of tensor and scalar perturbation amplitudes (measured by the CMB
experiments), n̂nt fð Þ and ŵw fð Þ are effective (average) tensor tilt and equation
of state parameters respectively, and A is a constant depending on various
cosmological parameters. Hence, the measurements of VGW and r can be
used to place constraints in the ŵw{n̂nt plane, independently of the
cosmological model. The figure shows the ŵw{n̂nt plane for r 5 0.1. The
regions excluded by the BBN23, LIGO and pulsar27 bounds are above the
corresponding curves (the inset shows a zoom-in on the central part of the
figure). The BBN curve was calculated in ref. 3. We note that the CMB
bound7 almost exactly overlaps with the BBN bound. Also shown is the
expected reach of Advanced LIGO25. Note that these bounds apply to
different frequency bands, so their direct comparison is meaningful only if
n̂nt fð Þ and ŵw fð Þ are frequency independent. We note that for the simplest
single-field inflationary model that still agrees with the cosmological data,
with potential V(w) 5 m2w2/2 (where w is a scalar field of mass m), r 5 0.14
and nt(100 Hz) 5 20.035 (ref. 28), implying a LIGO bound on the equation-
of-state parameter of ŵw (100 Hz) , 0.59.
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Expansion history of the Universe

• CBCs are standard sirens Self  
calibrating sources → cosmic 
expansion rate. [Schutz (1986)] 

2G network: modest 
measurement of  H0. [Nissanke et 
al (2013), Del Pozzo (2011)]

3G detectors: more interesting 
measurements (comparable to 
other dark energy missions). 
[Zhao et al (2011)]
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Note: very different systematics!

 [S. Nissanke]

Precision cosmology from gravitational waves 7

TABLE 1
Measurement errors in H0 for a sample of GW-EM events. Results are presented for unbeamed and beamed
sources, for both NS-NS and NS-BH mergers, and for a range of detector networks. The % values are the
68% c.l. fractional errors, and the number of binaries detected by each network is given in parentheses.

Network LIGO+Virgo (LLV) LLV+LIGO India LLV+KAGRA LLV+LIGO India+KAGRA

NS-NS Isotropic 5.0% (15) 3.3% (20) 3.2% (20) 2.1% (30)

NS-NS Beamed 1.1% (19) 1.0% (26) 1.0% (25) 0.9% (30)

NS-BH Isotropic 4.9% (16) 3.5% (21) 3.6% (19) 2.0% (30)

NS-BH Beamed 1.2% (18) 1.0% (25) 1.1% (24) 0.9% (30)
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Fig. 2.— H0 measurement error as a function of the number of
multi-messenger (GW+EM) NS-NS merger events observed by a
LIGO-Virgo network. The solid bars indicate the 68% c.l. mea-
surement error in H0 for the joint PDF of the independent binary
mergers; the dashed line shows the 68% c.l. measurement error
in H0 derived assuming Gaussian errors for each GW-EM merger.
When specifying the particular order of events shown, we choose
the GW-EM merger in the remaining ensemble with the mean mea-
surement error in H0.

of uncertainty in binary merger rates. Current estimates
suggest that the median timescale to achieve this number
of events is likely about one year, but could be as short
as a few months, or as long as a decade.

5. IMPLICATIONS FOR COSMOLOGY

Assuming GR accurately describes the inspiral dynam-
ics and GW emission, GW standard sirens should pro-
vide a measure of H0 based on absolutely-calibrated GW
distances that are independent of the cosmological dis-
tance ladder. Given that we anticipate a network of ad-
vanced GW interferometers reaching their design sensi-
tivity within the next decade, this physics-based tech-
nique could play a large role in precision determination of
the Hubble constant, especially in conjuction with other
approaches (see Suyu et al. 2012 and references therein).
In this work, by envisioning a range of scenarios using

di↵erent networks of GW detectors and di↵erent popula-
tions of NS binary progenitors, we show that ensembles of
GW standard sirens have the power to constrainH0 to an
accuracy of ⇠ 1%. We have assumed joint GW and EM
observations of the NS binary merger; other works, for
instance Taylor, Gair & Mandel (2012), Del Pozzo (2012)
and Messenger & Read (2012), examine H0 constraints
using solely GW observations, and are based on statisti-
cal arguments or galaxy catalogs to infer the mergers’
redshifts. We emphasize that an individual standard
siren may only constrain H0 to a precision ranging from
5 to 50%. We have shown that the error in H0 depends
critically on the number of GW-EM mergers observed,
which in turn depends on the NS binary progenitor, on
whether the NS binary is face-on (due to GRB beaming),

and on the number and sensitivy of GW interferometers
in a network. We find that the critical limitation when
projecting the timescale for this measurement (once the
GW detectors are operational) is the few orders of magni-
tude uncertainty in NS binary merger rates, independent
of GW detections. Using mean NS merger rates derived
from population synthesis or the observed Galactic bi-
nary pulsar distribution, we estimate that percent-level
measurements of H0 are possible within ⇠ 1 year of ob-
servation, or may take as long as a decade for pessimistic
event rates.
For flat cosmologies, a measurement of H0 at the per-

cent level, when combined with precision CMB measure-
ments of the absolute distance to the last scattering sur-
face, would constrain the dark energy equation of state
parameter w to ⇠ 10% (D06). The power of such a result
(e.g., to falsify the cosmological constant model for dark
energy) depends critically on understanding the system-
atic errors associated with the measurement of H0. It
is for this reason that GW standard sirens may have an
important role to play in constraining cosmology in the
near future.
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From joint GW-EM observations
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FIG. 5: Confidence interval evolution for H0 as a function
of the number of events considered in the analysis. The dots
correspond to the posterior median value obtained from 20
realisations of 50 GW sources. The error bars correspond to
the mean 95% confidence interval.
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Appendix A: Advanced LIGO Zero Detuning High
Power noise curve

The noise curve used to calculate the S/N ratio is the
Zero Detuning High Power design sensitivity. The ana-
lytic fit is given by:
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with S0 = 1.35× 10−50. The curve is shown in Fig. 6.
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From GW observations only (BBHs)



Joint searches with HE neutrinos: Searching for the exotica! 

• IceCube has detected several high-
energy neutrinos -- believed to be of  
astrophysical origin. 

Several joint searches between LIGO-
Virgo and neutrino detectors 
(IceCube, ANTARES) performed in 
the past. 

No detections. Expected joint 
detection rates for realistic sources 
(GRBs, SGRs, etc.) small. 

However, there are may be unknown 
unknowns! 

36
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FIG. 1. Observational periods of the initial LIGO and Virgo GW detectors, the partially completed IceCube detector, as well as
the joint GW+neutrino search periods. The IC40 observation period was not coincident with LIGO-Virgo observation periods,
and was therefore not included in this search. See also Section IIA and Table I for more information on the GW and neutrino
observation periods, respectively.

B. High-energy neutrino data

The IceCube Neutrino Observatory [17], located near
the South Pole, is a cubic-kilometer Cherenkov detec-
tor optimized to detect neutrinos at the TeV-PeV energy
scale. The full detector consists of 86 vertical strings,
with a set of 60 digital optical modules (DOMs) on each
string. These DOMs are used to detect Cherenkov light
from neutrino-induced charged particles. The present
search uses observational data from IceCube during its
construction period, which can be characterized with the
number of strings deployed at the time of the observa-
tion. Deployment was performed only during Austral
summers, resulting in extended ⇠ 1 yr observation peri-
ods using a constant number of deployed strings (see Fig.
1).

IceCube detects neutrinos through the Cherenkov pho-
tons from secondary charged particles. For the present
search, the secondary particles are muons, which, at
>GeV energies, travel long enough in ice before decaying
for an accurate direction reconstruction. We apply the
neutrino event selection of the standard IceCube point
source analysis [4, 111–116]. Due to the large flux of
muons produced by cosmic ray interactions within the
atmosphere, the search is constrained to muons moving
upward through the detector. As the Earth is opaque to
muons, atmospheric muons are filtered out in these direc-
tions. The remaining background is due to atmospheric
neutrinos produced by cosmic ray interactions in the at-
mosphere, and which produce muons in the ice around
or within the detector. The direction of the secondary
muons are reconstructed to a precision of . 1� in the
TeV-PeV energy range [117]. At these energies, the dif-
ference between the direction of the incoming neutrino
and the secondary muon is negligible.

Astrophysical neutrinos from individual sources can
be identified by a localized excess in space and/or time
above the atmospheric background. The energy spec-
trum of atmospheric neutrinos can also be used to dif-
ferentiate between the background and astrophysical sig-

nals. Neutrinos produced in the atmosphere have a soft
energy spectrum (e.g., [118]) with a power law spectral
index of ⇠ �3.7 above 100GeV, compared to the harder
astrophysical spectrum, with a spectral index of ⇠ �2
due to the expected Fermi acceleration of protons in the
GRB outflow [119].

The present search uses high-energy neutrino data
from the IceCube Neutrino Observatory in its 22, 59
and 79-string configurations. Neutrino data was recorded
with the 22-string configuration from May 31, 2007 to
April 4, 2008. IceCube recorded data with its 59-string
configuration from May 20, 2009 to May 30, 2010, and
with its 79-string configuration from May 31, 2010 to
May 12, 2011. The observational periods of IceCube
used in this analysis are shown graphically in Fig. 1
in comparison to the observation periods of LIGO and
Virgo. The number of detected astrophysical neutrino
candidates for the three observation periods, as well as
their subsets that were detected during times when H1,
L1 and V1 GW detectors were operational, are shown in
Table I.

For each neutrino, this analysis uses its (i) time of ar-
rival, (ii) reconstructed direction, (iii) directional uncer-
tainty and (iv) reconstructed energy. The present search
uses the reconstructed neutrino energy as a test statis-
tic to characterize the significance of the neutrino signal,
while the reconstructed direction and its uncertainty are
also used to determine the significance of the directional
coincidence between neutrinos, GWs and galaxies.

Note that the energy measured by IceCube is necessar-
ily a lower-limit on the actual energy of the neutrino. If a
secondary muon is produced outside of the detector, an
unknown fraction of the neutrino energy is transferred
to the shower at the interaction vertex and the muon
will lose energy before reaching the instrumented vol-
ume. These two e↵ects are di�cult to account for when
reconstructing the neutrino’s energy (c.f. [116, 122]).
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FIG. 3. Complementary cumulative distribution function (1 - CDF) of the test statistic of joint GW+neutrino (left) and GW-
only (right) events for the background and for simulated astrophysical events, for the S5/VSR1/IC22 observation period. Results
for simulated astrophysical events are shown for di↵erent characteristic distances, as indicated in the legend. The function 1-
CDF grows with decreasing source distance. We used standard-siren GW injections (E

gw

= 10�2 M�c
2; sine-Gaussian waveform

with characteristic frequency f
0

=⇠ 153Hz and Q = 8.9). For the GW+neutrino case, the results show events for which one
neutrino was detected. We also express the characteristic distances with intervals of h

rss

values, corresponding to the amplitude
of a standard-siren GW signal at the characteristic distance. These h

rss

intervals are shown in the legend in parentheses, in units
of 10�22 Hz�1/2. A fit to the background 1-CDF is also shown (see Section III C). The distributions for the S6/VSR2/IC59 and
S6/VSR3/IC79 observation periods (not shown here) are qualitatively the same. The results show that the joint GW+neutrino
search identifies simulated astrophysical signals with higher e�ciency than the GW-only case search, and that a large fraction
of the simulated signals can be clearly di↵erentiated from the background.

10
−22

10
−21

10
−20

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

h
rss

 [Hz−1/2]

1
 −

 F
a

ls
e

 D
is

m
is

sa
l P

ro
b

a
b

ili
ty

 

 

4.3e−22

GW+ν (observation)

GW+ν (10−1 yr−1)

GW+ν (10−2 yr−1)

GW     (10−1 yr−1)

GW     (10−2 yr−1)

46 4.6 0.46
Distance [Mpc]

FIG. 4. Sensitivity of the joint analysis and the GW search
as a function of GW h

rss

, for di↵erent FARs. The FAR
values are shown in the legend. The threshold “Observa-
tion” corresponds to the FAR of the most significant ob-
served GW+neutrino event. For the simulated GW events,
the standard-siren event was used (sine-Gaussian waveform;
f
0

= 153Hz; Q = 8.9). For the joint analysis, the e�ciency is
calculated given the detection of one neutrino from the source.
For comparison, the top axis shows the source distances corre-
sponding to the di↵erent h

rss

for the standard-siren event. For
the “Observation” curve, we show h50%

rss

= 4.3⇥ 10�22 Hz�1/2

(full circle).

both the detector and the source. The probability that
at least one neutrino will be detected from this source is

p(� 1|D,n⌫) = 1� Pois(0, N). (11)

We further take into account the source’s neutrino beam-
ing factor fb, which is expected to be similar to the
gamma beaming factor. The beaming factor is defined
such that f�1

b is the fraction of the full sky towards which
neutrinos are emitted. We take fb = 14, which is a typ-
ical upper limit on the beaming factor of low-luminosity
GRBs [131]. The probability that a randomly oriented
source at distance D will produce a GW+neutrino event
that is detected with X

2

> X

2

max,obs can be expressed as

P

det

(D,E

iso

gw

, n⌫) = f

�1

b p(� 1|D,n⌫)"det(E
iso

gw

, D). (12)

We point out that P
det

is determined by the source dis-
tance and the source’s GW (Eiso

gw

) and neutrino (n⌫) emis-
sion parameters. Note further that P

det

is a probability
for a joint event, while p(� 1|D,n⌫) is a probability for
the neutrino-only case.
We place a limit on the rate of joint GW+neutrino

events at 90% confidence level. For this confidence level,
we need to determine the source rate upper limit that cor-
responds to an average of � 2.3 events over the measure-
ment duration t

obs

that would produce a GW+neutrino
with X

2

> X

2

max,obs. Assuming a uniformly distributed

[IceCube + LIGO-Virgo collaborations, 2014]



Summary 

• First direct detection of  GWs expected in the next few years by second-generation interferometric 
detectors. 

• Once detected, GW observations will open a new, unique window for astronomy. Complementing, 
corroborating and perhaps challenging the information gained from EM/astroparticle observations. 

• LIGO India: Great opportunity for the Indian scientific community to be a major player in a research 
frontier anticipating big discoveries! 
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Observational windows using non-EM messengers 

Arrival directions of  ultra high-energy cosmic rays (black) and nearby AGNs (blue) 
[Auger Collab, 2010]

Fig. 1.— The 69 arrival directions of CRs with energy E ≥ 55 EeV detected by the Pierre Auger Observatory up

to 31 December 2009 are plotted as black dots in an Aitoff-Hammer projection of the sky in galactic coordinates.

The solid line represents the field of view of the Southern Observatory for zenith angles smaller than 60◦. Blue

circles of radius 3.1◦ are centred at the positions of the 318 AGNs in the VCV catalog that lie within 75 Mpc

and that are within the field of view of the Observatory. Darker blue indicates larger relative exposure. The

exposure-weighted fraction of the sky covered by the blue circles is 21%.

The updated estimate of the degree of correlation must include periods II and III only, because the parameters

were chosen to maximise the correlation in period I. In Fig. 2 we plot the degree of correlation (pdata) with

objects in the VCV catalog as a function of the total number of time-ordered events observed during periods

II and III. For each additional event the most likely value of pdata is k/N (number correlating divided by the

cumulative number of arrival directions).

The confidence level intervals in the plot contain 68.3%, 95.45% and 99.7% of the posterior probability for

pdata given the measured values of k and N . The posterior probability distribution is pkdata(1− pdata)N−k(N +

1)!/k!(N − k)!, corresponding to a binomial likelihood with a flat prior. The upper and lower limits in the

confidence intervals are chosen such that the posterior probability of every point inside the interval is higher

than that of any point outside. The amount of correlation observed has decreased from (69+11
−13)%, with 9 out

of 13 correlations measured in period II, to its current estimate of (38+7
−6)%, based on 21 correlations out of a

total of 55 events in periods II and III.

The cumulative binomial probability that an isotropic flux would yield 21 or more correlations is P = 0.003.

This updated measurement with 55 events after the initial scan is a posteriori, with no prescribed rule for

rejecting the hypothesis of isotropy as in (6, 7). No unambiguous confidence level for anisotropy can be derived

from the probability P = 0.003. P is the probability of finding such a correlation assuming isotropy. It is not

the probability of isotropy given such a correlation.

We note that 9 of the 55 events detected in periods II and III are within 10◦ of the galactic plane, and none

of them correlates within 3.1◦ with the astronomical objects under consideration. Incompleteness of the VCV

catalog due to obscuration by the Milky Way or larger magnetic bending of CR trajectories along the galactic

disk are potential causes for smaller correlation of arrival directions at small galactic latitudes. If the region

within 10◦ of the galactic plane is excluded the correlation is (46± 6)% (21 correlations out of 46 events), while

8

Observational windows using non-EM messengers 

Best fit locations of  of  HE neutrinos: showers (+) and muon tracks (x) [Ice Cube Collab, 2013]

Materials and Methods). The observed zenith
distribution is also typical of such a flux: As a
result of absorption in Earth above tens of TeV
energy, most events (about 60%, depending on
the energy spectrum) from even an isotropic high-
energy extraterrestrial population would be ex-
pected to appear in the Southern Hemisphere.
Although the zenith distribution is well explained
(Fig. 4) by an isotropic flux, a slight southern ex-
cess remains, which could be explained either as a
statistical fluctuation or by a source population that
is either relatively small or unevenly distributed
through the sky.

This discussion can be quantified by a global
fit of the data to a combination of the p/K atmo-
spheric neutrino background, atmospheric neutri-
nos from charmed meson decays, and an isotropic
equal-flavor extraterrestrial power-law flux. With
the normalizations of all components free to float,
this model was fit to the two-dimensional depos-
ited energy and zenith distribution of the data
(Fig. 2) in the range of 60 TeV < Edep < 2 PeV,
above most of the expected background (Fig. 4).
The data are well described in this energy range
by an E−2 neutrino spectrum with a per-flavor nor-
malization of E2F(E) = (1.2 T 0.4) × 10−8 GeV
cm−2 s−1 sr−1. Although it is difficult to substan-
tively constrain the shape of the spectrum with
our current limited statistics, a flux at this level
would have been expected to generate an ad-
ditional three to six events in the 2 to 10 PeV
range; the lack of such events in the sample may
indicate either a softer spectrum (the best fit is
E−2.2 T 0.4) or the presence of a break or cutoff at
PeVenergies. When limited to only atmospheric
neutrinos, the best fit to the data would require a
charm flux 4.5 times larger than the current ex-
perimental 90% CL upper bounds (8) and even
then is disfavored at 4s with respect to a fit
allowing an extraterrestrial contribution.

Search for Neutrino Sources
To search for spatial clustering, indicating pos-
sible neutrino sources, we conducted a maximum
likelihood point source analysis (14). At each point
in the sky, we tested a point source hypothesis
based on full-sky uncertainty maps for each event
obtained from the reconstruction. This yields a
sky map of test statistic values [TS = 2log(L/L0),
where L is the maximized likelihood and L0 is
the likelihood under the null hypothesis], which
reflects any excess concentration of events rela-
tive to a flat background distribution (Fig. 5). To
account for trials due to searching the whole sky,
we estimate the significance of the highest TS
observed by performing the same analysis on the
data with the right ascension of the events ran-
domized. The final significance is then the frac-
tion of these randomized maps that have a TS
value anywhere in the sky as high or higher than
that observed in data. The chance probability cal-
culated this way is independent of Monte Carlo
simulation. Therefore, the significance obtained
is against the hypothesis that all events in this
sample are uniformly distributed in right ascen-

sion, rather than the significance of a cluster of
events above predicted backgrounds. Note that
because muon tracks have much smaller angular
uncertainties than showers, their presence can
skew the highest TS values and overshadow clus-
ters of shower events. To correct for this effect,
and because muon events are more likely to be
atmospheric background, we repeated every clus-
tering analysis described here twice: once with
the full 28 events and once with only the 21 shower
events.

When using all events, the likelihood map
reveals no significant clustering compared to
randomized maps. For the shower events, the
coordinates with the highest TS are at right as-
cension = 281°, declination = −23° (galactic lon-
gitude l = +12°, latitude b = −9°). Five events,
including the second highest energy event in the
sample, contribute to the main part of the excess
with two others nearby. The fraction of random-
ized data sets that yield a similar or higher TS at
this exact spot is 0.2%. (At the exact location of the
galactic center, the fraction is 5.4%.) The final sig-
nificance, estimated as the fraction of randomized
maps with a similar or higher TS anywhere in the
sky, is 8%. This degree of clustering may be compat-
ible with a source or sources in the galactic center
region, but the poor angular resolution for showers
and the wide distribution of the events do not
allow the identification of any sources at this time.

Two other spatial clustering analyses were
defined a priori. We performed a galactic plane
correlation study using the full directional re-
construction uncertainty for each event to define
the degree of overlap with the plane. The plane
width was chosen to be T2.5° on the basis of TeV
gamma-ray observations (15).Amulticluster search
using the sum of log-likelihood values at every

local maximum in the likelihood map was also
conducted. Neither of these analyses yielded sig-
nificant results.

In addition to clustering of events in space,
we performed two tests for clustering of events
in time that calculate significances by compar-
ing the actual arrival times to event times drawn
from a random uniform distribution throughout
the live time. Because many sources (16–18) are
expected to produce neutrinos in bursts, identi-
fication of such a time cluster could allow asso-
ciation with a source without reference to the
limited angular resolution of most of the ob-
served neutrinos. When using all events, no sig-
nificant time cluster was observed. Furthermore,
each spatial cluster in Fig. 5 containing more than
one event was tested individually for evidence
of time clustering. Of the eight regions tested, the
most significant was a pair that includes the highest
energy shower in the sample, but was still com-
patible with random fluctuations. The five shower
events of the densest cluster show no significant
overall time clustering.

Materials and Methods

Event Selection
Backgrounds for cosmic neutrino searches arise
entirely from interactions of cosmic rays in Earth’s
atmosphere. These produce secondary muons
that penetrate into underground neutrino detec-
tors from above, as well as atmospheric neutrinos
that reach the detector from all directions because
of the low neutrino cross section, which allows
them to penetrate Earth from the opposite hemi-
sphere. These particles are produced in the decays
of secondary p and K mesons; at high energies,
a flux from the prompt decay of charmed mesons

Fig. 5. Sky map in equatorial coordinates of the TS value from the maximum likelihood point
source analysis. The most significant cluster consists of five events—all showers and including the second
highest energy event in the sample—with a final significance of 8%. This is not sufficient to identify any
neutrino sources from the clustering study. The galactic plane is shown as a curved gray line with the galactic
center at the bottom left denoted by a filled gray square. Best-fit locations of individual events (listed in
Table 1) are indicated with vertical crosses (+) for showers and angled crosses (×) for muon tracks.
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Observations using non-EM signals provide complementary information 
(Eg. neutrinos are produced in nuclear reactions taking place in the interior of the sources, while 

EM radiation is emitted from the surface) 

The gravitational-wave window to the Universe

GW sky?

In the next decade, we expect the opening of a completely 
new astronomical window to the Universe 

through the observation of gravitational-wave signals
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