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ne s :



neos
Analysis with a neural network observable

The difference?
Uses the expected CLs as the loss function

Why haven't we done this before?



Loss functions need to
be differentiable.



Backpropagation =>
Chain rule.



Every step needs to be
differentiable.



Not possible!

- Histograms
- Model construction
(HistFactory)
- Profile likelihood fit



Kernel density estimates!

Automatic differentiation
software! (jax + pyhf)

Fixed point differentiation!

- Histograms

- Model construction
(HistFactory)

- Profile likelihood fit

Until now...

made
differentiable

using



ne s neural end-to-end
optimised statistics

github.com/gradhep/neos

nice 
Mix it all together:

https://github.com/pyhf/neos


predict one number per
event

1)
make statistical model +
calculate expected CLs

3)
histogram that number over
a batch of events

2)

update weights4)orange = background
either side of bkg = up/down variations
cyan = signal



The future?
A common group has formed around differentiable
computing: gradHEP -- this is just the beginning :)



thanks for listening :)


