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neos

Analysis with a neural network observable

The difference?
Uses the expected Cl s as the loss function

Why haven't we done this before?



| 0ss functions need to
be differentiable.



Backpropagation =>
Chain rule.



J loss J loss J likelihood d model parameters

Op  Olikelihood O model parameters d cut values

Every step needs to be
differentiable.

= X X X ...



Not possible!

- Histograms k3
- Model construction

- Profile likelihood fit g4



Until now...

- Histograms Kernel density estimates!

- Model construction 9 Automatic differentiation
(HistFactory) made software! (jax + pyhf)

differentiable
using

- Profile likelihood fit Fixed point differentiation!



Mix it all together:

ice
sedurat end-to-end
optimised statistics

nees

github.com/gradhep/neos


https://github.com/pyhf/neos
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The future?

A common group has formed around differentiable
computing: gradHEP -- this is just the beginning :)

gradhep.github.io B

hepsoftwarefoundation.org
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Differentiable Computing

Why make things differentiable?

g r a d H E P When we write a program to do some physics, that program will likely have some free parameters. These could be as simple as the position of a
cut, or as complicated as the parameters of a neural network. In either case, we want these parameters to be optimized such that we get the best
possible result, whatever that may be. In the case of a HEP analysis, for instance, this could correspond to having the highest sensitivity to new

phenomena.
So, how exactly do we get there?
Welcomel!
It turns out that we can do exactly what we do when we train a neural network - update the parameters using gradient descent. This is where the
gradHEP is a group of people who are interested in high-energy physics (HEP) analysis that can be done in a BT N T T T TV A T R R T R A U X T T T T TN T

© @& https://github.com/gradhep

A e Differentiable Programming in High-Energy Physics

Atilim Giines Baydin (Oxford), Kyle Cranmer (NYU), Matthew Feickert (UTUC),

[ Repositories 3 ) Packages 2 People 3 [ Projects Lukas Heinrich (CERN), Alexander Held (NYU), Mark Neubauer (UIUC),
Nathan Simpson (Lund), Nick Smith (FermiLab), Giordon Stark (UCSC),
E:, r— Savannah Thais (Princeton), Gordon Watts (U. Washington)

Grow your team on GitHub
GitHub is home to over 50 million developers working together. Join them to grow your own
development teams, manage permissions, and collaborate on projects. AugU'St 297 2020

Abstract

A key component to the success of deep learning is the use of gradient-based optimization. Deep
learning practitioners compose a variety of modules together to build a complex computational pipeline
that may depend on millions or billions of parameters. Differentiating such functions is enabled through
a computational technique known as automatic differentiation. The success of deep learning has led to
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thanks for listening :)



