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Figure 1. Top: Data points show inferences of the 3D linear matter power spectrum at z = 0 from Planck CMB data on the largest scales,
SDSS galaxy clustering on intermediate scales, SDSS Ly↵ clustering and DES cosmic shear data on the smallest scales. In cases where
error bars in the k-direction are present, we have used the method of Tegmark & Zaldarriaga (2002) to calculate a central 60% quantile
of the region to which each data point is sensitive. In other cases, data points represent the median value of the measurement. The solid
black line is the theoretical expectation given the best-fit Planck 2018 ⇤CDM model (this model also enters the computation of the data
points themselves). The dotted line for reference shows the theoretical spectrum including non-linear e↵ects. Bottom: deviation of the
data from the Planck best fit ⇤CDM 3D matter power spectrum.

around a central model. The four cosmological parameters
are the scalar spectral index ns, the RMS matter fluctuations
amplitude today in linear theory �8, the matter density to-
day ⌦m, and the expansion rate today H0. The astrophysical
parameters (all at z = 3) are the normalization temperature
of IGM T0, the logarithmic slope of the � dependence of the
IGM temperature �, the e↵ective optical depth of the Ly↵

absorption A
⌧ and the logarithmic slope ⌘⌧ of the redshift

dependence of A
⌧ . The central (also dubbed best-guess) sim-

ulation is based upon a fiducial model corresponding to the
Planck Collaboration et al. (2014) best-fit cosmology. The
simulation grid, however, allows us to test other cosmologies.

In Table 1, we list the values of the parameters used
in the best-guess simulation, as well as the corresponding
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Figure 1. Visual representations of some selected recent structure and galaxy formation simulations. The simulations
are divided in large volume simulations providing statistical samples of galaxies, and zoom simulations resolving smaller
scales in more detail. Furthermore, they are also divided in dark matter-only, i.e. N-body, and dark matter plus baryons,
i.e. hydrodynamical simulations. Dark matter-only simulations have now converged on a wide range of predictions for the
large-scale clustering of dark matter and the dark matter distribution within gravitationally bound dark matter halos. Recent
hydrodynamical simulations reproduce galaxy populations that agree remarkably well with observational data. However, many
detailed predictions of these simulations are still sensitive to the underlying implementation of baryonic physics.

sampling is subject to Poisson noise, and high particle numbers are therefore desirable to reduce noise
in these estimates. To avoid unphysical two-body scatterings between nearby particles, gravitational
interactions are softened on small scales so that the particle collection represents a smoothed density field.
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Figure 1. Visual representations of some selected recent structure and galaxy formation simulations. The simulations
are divided in large volume simulations providing statistical samples of galaxies, and zoom simulations resolving smaller
scales in more detail. Furthermore, they are also divided in dark matter-only, i.e. N-body, and dark matter plus baryons,
i.e. hydrodynamical simulations. Dark matter-only simulations have now converged on a wide range of predictions for the
large-scale clustering of dark matter and the dark matter distribution within gravitationally bound dark matter halos. Recent
hydrodynamical simulations reproduce galaxy populations that agree remarkably well with observational data. However, many
detailed predictions of these simulations are still sensitive to the underlying implementation of baryonic physics.

sampling is subject to Poisson noise, and high particle numbers are therefore desirable to reduce noise
in these estimates. To avoid unphysical two-body scatterings between nearby particles, gravitational
interactions are softened on small scales so that the particle collection represents a smoothed density field.
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[Vogelsberger+ 2020]

Dark matter + baryons (hydrodynamical)
 expensive, more physics

Dark matter only (N-body)
 cheaper, less physics
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Figure 14. A comparison of the relative effect of galaxy formation on the matter power spectrum between the most realistic simulation
in the current set (red, bahamas) and power spectra from the literature. We again show the relative effect for the most realistic simulation
from VD11 (grey), and compare to that of EAGLE (purple, Hellwing et al. 2016), Illustris (blue, Vogelsberger et al. 2014a), IllustrisTNG
(cyan and green, Springel et al. 2018) and Horizon-AGN (orange, Chisari et al. 2018). All simulations include stellar and AGN feedback.
Left: A comparison of the total matter power spectra. There is currently no complete consensus on the exact effect of galaxy formation,
though all simulations shown here agree that the total matter power spectrum is suppressed for 1 < k < 20 hMpc−1 relative to dark
matter only, with a 10 − 30% suppression at k = 10hMpc−1. All simulations predict a cross-over scale between 20 and 100 hMpc−1.
Right: A comparison of the predictions for the back-reaction of galaxy formation on the CDM power spectrum. All models predict
enhancement on the smallest scales (except Horizon-AGN, whose power spectrum does not probe small enough scales to tell) and, with
the exception of the original Illustris simulation, predict some enhancement for k ≈ 2hMpc−1 as well. All simulations except bahamas

additionally predict a suppression of several percent on scales k ≈ 20 hMpc−1.

and to a lesser extent, stellar feedback. The strength of these
processes is a priori unknown and must be constrained us-
ing observables. A reasonable approach to understanding
the amount of power suppression predicted by a simulation
would therefore be to look at which observables are used
and how they compare to the numerical results. We start by
considering the effect of galaxy formation on the total mat-
ter power spectrum (left-hand panel of Figure 14) on large
scales, k < 10 hMpc−1.

We first consider the simulation predicting the largest
suppression on scales 0.1 < k < 10 hMpc−1: Illustris
(blue). The Illustris simulation was constrained using the
observed global star formation efficiency (Vogelsberger et al.
2014b), but had several issues which were summarized by
Nelson et al. (2015). Among these is an underestimated gas
fraction within R500c in group-size haloes due to too-violent
radio-mode AGN feedback, which explains the large sup-
pression predicted by this simulation. Nelson et al. (2015)
also mention that galaxies below the knee of the stellar
mass function are insufficiently quenched, which implies that
stellar feedback is not efficient enough – this, in turn, may
provide the AGN with too much gas to heat and eject to
large scales (see §3.6).

These shortcomings were addressed with the Illus-
trisTNG simulations (e.g. Springel et al. 2018), one with a
75 h−1 Mpc box (TNG100, matching Illustris; cyan) and an-
other with a 205 h−1 Mpc box (TNG300; green). TNG in-
deed predicts a much lower large-scale suppression of power
than Illustris. While the two simulations differ in box size

and resolution, their predictions for the relative power agree
for k < 10 hMpc−1, with only a slight deviation around
k ≈ 1hMpc−1. The Horizon-AGN simulation, described in
Chisari et al. (2018), agrees with these results as well (after
a renormalization of the dark matter only power spectrum
as mentioned above).

As mentioned above, one of the shortcomings of Il-
lustris addressed with IllustrisTNG was the underestim-
ated gas fraction in groups. Weinberger et al. (2017) and
Pillepich et al. (2018) show that the IllustrisTNG model in-
deed produces gas fractions that are in better agreement
with observations – however, these studies used simula-
tion volumes (30 h−1 Mpc)3 and (25 h−1 Mpc)3) in size, re-
spectively, and were not able to probe haloes beyond M ≈
1013.5 h−1 M". As van Daalen & Schaye (2015) showed, ha-
loes above this mass limit provide the dominant contribution
to the matter power spectrum on scales k ! 20 hMpc−1,
supplying nearly all signal for k ≈ 1hMpc−1 – additionally,
(the progenitors of) these haloes are where AGN feedback
has the largest effect on the matter distribution.

Barnes et al. (2018) show that, unlike the smaller boxes
using the same model, the full large-volume IllustrisTNG
simulations over-predict the gas fractions of massive ha-
loes at redshift zero with respect to observations. Like-
wise, Chisari et al. (2018, their Figure 13) show that in
Horizon-AGN the fraction of bound gas at z = 0 is over-
predicted for M500 > 1013 h−1 M", relative to observa-
tions. This implies too-weak AGN feedback in these ha-
loes, which could well explain the discrepancies between

c© 2019 RAS, MNRAS 000, 1–26

Baryonic physics impacts LSS and halo structure

[van Daalen+ 2020]

Re
l. 

di
ff.

 p
ow

er
 sp

ec
tr

um
 (d

ar
k 

vs
 h

yd
ro

)
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[see also Fattahi+ 2016; Sawala+ 206; 
Despali+ 2017; Pillepich+ 2018b; 
Chua+ 2019, 2021; Cataldi+ 2021; 
Macciò + 2020]
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Figure 6. From the top to the bottom rows, relative di�erence of total, baryonic and stellar mass of halos at di�erent redshift (as reported above every panel)
and in di�erent runs (colour coded as in Figure 5), with respect to the fiducial-50 run. In the first row, the ‘relative di�erence’ is shown on a linear scale, and is
computed by taking the ratio of the total halo masses, and then subtracting one. In the other rows, the ‘relative di�erence’ is defined simply as the mass ratio,
and is plotted on a logarithmic scale. In all rows, the relative di�erence is computed by first selecting halos within a certain mass bin in the fiducial-50 run,
and then seeking their counterparts in the other runs, defined as the halos that share the largest amount of DM particles (see main text for details). As such, the
G-axis always refers to the total masses of halos in the fiducial-50 run. In all panels, solid lines refer to the median relative di�erence in each mass bin, while
the dotted lines mark the 16th-84th percentiles of the distribution. The total halo mass exhibits the smallest variations across all runs at all redshift. Conversely,
the other components, and especially the stellar mass, can vary for more than one order of magnitude for the same halo across di�erent runs. Therefore, when
investigating the e�ect of feedback on halo properties, the halos should be selected by total halo mass rather than stellar mass.

4.2 Total gas and stellar content in halos

We now examine how feedback processes a�ect the mass content
of individual halos. Because all 50 cMpc/⌘ boxes considered in
this work start from the same initial conditions, we can identify
the ‘copies’ of the same halo across all runs. For this purpose, we
can exploit the DM particle IDs, which are unique identifiers to
each particle. We first read out the particle IDs of all DM particles
associated to every halo in a given snapshot of the S���� 50cMpc/⌘
run. We then do the same for the same snapshot of another S����
variant. At this point, we match every halo in the S���� 50 cMpc/⌘
simulation with the halo in the alternative run that shares the largest
number of DM particle IDs with the original halo. In this sense, the
halo in the target run represents a ‘copy’ of the halo in the original
S���� 50 cMpc/⌘ simulation.

We note that not every halo in a given run is necessarily
matched to a copy in another S���� variant. As an example, let
us consider the No-feedback run. We have already discussed in
§ 4.1 that the absence of feedback processes favours halo growth.
Indeed, the No-feedback run exhibits larger HMF and BMF even at
the low-mass end (see Figure 5). Thus, there will be several halos
in the No-feedback run that do not represent the copy of any halo
in the S���� 50 cMpc/⌘. There are also numerical reasons why
not all halos are paired with a counterpart in other runs. The FOF
halo-finding algorithm that we adopted requires the linking of at
least 32 particles for the creation of a halo object. Thus, even if only
a few particles are moved beyond the linking length as a result of al-
ternative feedback prescriptions, the smallest halos in a certain run
may not find a counterpart in the other variants. In an even trickier
scenario, two smaller halos may be associated to the same halo of

MNRAS 000, 1–23 (2021)

10 D. Sorini et al.

�0.25

0.00

0.25

0.50

0.75

1.00

M
h/

M
fid h

-1

z = 4

No-X-ray

No-jet

No-AGN

No-feedback

z = 2 z = 1 z = 0

100

101

M
b/

M
fid b

11 12 13 14
log(Mh/M�)

100

101

102
M

�/
M

fid �

11 12 13 14
log(Mh/M�)

11 12 13 14
log(Mh/M�)

11 12 13 14
log(Mh/M�)
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and in di�erent runs (colour coded as in Figure 5), with respect to the fiducial-50 run. In the first row, the ‘relative di�erence’ is shown on a linear scale, and is
computed by taking the ratio of the total halo masses, and then subtracting one. In the other rows, the ‘relative di�erence’ is defined simply as the mass ratio,
and is plotted on a logarithmic scale. In all rows, the relative di�erence is computed by first selecting halos within a certain mass bin in the fiducial-50 run,
and then seeking their counterparts in the other runs, defined as the halos that share the largest amount of DM particles (see main text for details). As such, the
G-axis always refers to the total masses of halos in the fiducial-50 run. In all panels, solid lines refer to the median relative di�erence in each mass bin, while
the dotted lines mark the 16th-84th percentiles of the distribution. The total halo mass exhibits the smallest variations across all runs at all redshift. Conversely,
the other components, and especially the stellar mass, can vary for more than one order of magnitude for the same halo across di�erent runs. Therefore, when
investigating the e�ect of feedback on halo properties, the halos should be selected by total halo mass rather than stellar mass.

4.2 Total gas and stellar content in halos

We now examine how feedback processes a�ect the mass content
of individual halos. Because all 50 cMpc/⌘ boxes considered in
this work start from the same initial conditions, we can identify
the ‘copies’ of the same halo across all runs. For this purpose, we
can exploit the DM particle IDs, which are unique identifiers to
each particle. We first read out the particle IDs of all DM particles
associated to every halo in a given snapshot of the S���� 50cMpc/⌘
run. We then do the same for the same snapshot of another S����
variant. At this point, we match every halo in the S���� 50 cMpc/⌘
simulation with the halo in the alternative run that shares the largest
number of DM particle IDs with the original halo. In this sense, the
halo in the target run represents a ‘copy’ of the halo in the original
S���� 50 cMpc/⌘ simulation.

We note that not every halo in a given run is necessarily
matched to a copy in another S���� variant. As an example, let
us consider the No-feedback run. We have already discussed in
§ 4.1 that the absence of feedback processes favours halo growth.
Indeed, the No-feedback run exhibits larger HMF and BMF even at
the low-mass end (see Figure 5). Thus, there will be several halos
in the No-feedback run that do not represent the copy of any halo
in the S���� 50 cMpc/⌘. There are also numerical reasons why
not all halos are paired with a counterpart in other runs. The FOF
halo-finding algorithm that we adopted requires the linking of at
least 32 particles for the creation of a halo object. Thus, even if only
a few particles are moved beyond the linking length as a result of al-
ternative feedback prescriptions, the smallest halos in a certain run
may not find a counterpart in the other variants. In an even trickier
scenario, two smaller halos may be associated to the same halo of
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Figure 11. Halo concentration, c200, as a function of mass M200. The top
panel shows the DMO simulation fit with the canonical NFW profile over
the range [0.05 − 1]Rvir. The middle panel shows the same fit applied to
the total matter density profiles of the EAGLE haloes. The bottom panel
shows the same fit to just the DM in the EAGLE haloes. The faint coloured
points in each panel are the values for individual haloes and the black circles
the values for the stacked profiles in each mass bin. Haloes and stacks with
M200 < 6 × 1010 M# are taken from the L025N0752 simulation whilst the
higher mass objects have been extracted from the L100N1504 simulation.
The solid black line is the best-fitting power law (equation 23) to the solid
black circles. The best-fitting parameters are shown in each panel. The best-
fitting power law to the DMO haloes is repeated in the other panels as a
dashed line. The red dashed line on the first panel is the best-fitting relation
from Dutton & Macciò (2014).

of rEAGLE
s /rDMO

s for matched relaxed haloes is also slightly below
unity, so the net effect of those two shifts is that the concentrations
are very similar in both simulations.

Finally, the bottom panel of Fig. 11 shows the concentration of
the DM only component of EAGLE haloes. We fit an NFW profile
in the same way as for the total matter profiles in the panels above.
As would be expected from the analysis of Fig. 8 and the fact that the
outer parts of the dark haloes are well described by the NFW profile,
the same trend with mass can be seen as for the DMO simulation.
The best-fitting power law to the mass–concentration relation is
given at the bottom of Table 3. The values of the parameters are

Table 3. Best-fitting parameters and their 1σ

uncertainty for the mass–concentration relation
(equation 23) of the stacks of relaxed haloes. The
values correspond to those shown in the legends in
Fig. 11. From top to bottom: NFW fit to the DMO
haloes, NFW fit to the total mass of the EAGLE
haloes, and NFW fit to the DM component of the
EAGLE haloes. All profiles were fit over the radial
range [0.05 − 1]Rvir. The uncertainties are taken to
be the diagonal elements of the correlation matrix
of the least-squares fitting procedure.

Fit A B

c200,DMO 5.22 ± 0.10 −0.099 ± 0.003
c200,tot,NFW 5.283 ± 0.33 −0.087 ± 0.009
c200,DM,NFW 5.699 ± 0.24 −0.074 ± 0.006

Figure 12. Ratio of NFW scale radii, rs, in matched relaxed haloes in the
DMO and EAGLE simulations. The black points are placed at the geometric
mean of the ratios in each mass bin.

again close to the ones obtained for both the EAGLE and the DMO
simulations.

We stress that the agreement between the EAGLE and DMO
simulations breaks down if we include radii smaller than 0.05Rvir

in the fit. Hence, the mass–concentration relation given for EAGLE
in Table 3 should only be used to infer the density profiles beyond
0.05Rvir.

4.7 Best-fitting parameter values for the new density profile

We showed in Section 4.4 that the density profiles of haloes in the
EAGLE simulation are not well fit by an NFW profile in the inner
regions, and we proposed equation (19) as a new fitting formula
for these profiles. This new profile has two length-scales, rs and ri,
where the former describes the NFW-like outer parts of the halo, and
the latter the deviations from NFW in the inner regions. For lower
mass haloes, these two lengths become similar, so both terms of the
profile can contribute significantly to the density at all radii. We can
still define the concentration of a halo in this model as R200/rs, but
we would expect to obtain a different mass–concentration relation
from that for the DM-only case. Fig. 13 shows this relation for
relaxed EAGLE haloes. The anticorrelation seen when fitting an
NFW profile is still present and we can use the same power-law
formulation to describe the mass–concentration relation of our halo
stacks. The values of the best-fitting parameters, given in the figure,
differ significantly from those obtained using the NFW fits listed in
Table 3.
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Galaxy clusters in MilleniumTNG 3

Stars Stars

Figure 1. Thin projections of gas (top left), dark matter (top right), and stellar light (bottom center) for a depth of 10 Mpc at I = 0. The projections show the
vast physical scales in the simulation from the full 740 Mpc box to an individual spiral galaxy (zoomed inset) with a radius of 50 kpc.
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MillenniumTNG simulation

[Pakmor+ 2023]

Ø Box size 740 cMpc

ØGas mass resolution 3.1 X 107 MSun

ØDark matter mass resolution 1.7 X 108 MSun 

ØArepo moving mesh hydrodynamic code 
[Springel+2010; Pakmor+ 2016; 
Weinberger+ 2020]

Ø IllustrisTNG galaxy formation model 
[Weinberger+ 2017; Pillepich+ 2018a] 
with no magnetic fields 
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Baryon effects on !CDM haloes 1261

Figure 10. Stacked density profiles of the DM component of the EAGLE haloes normalized by the average R200 radius and scaled by r2 for a selection of halo
masses. The green dash–dotted line represents the total mass profile (from Fig. 8. The vertical line shows the resolution limit. Data points are only shown at
radii larger than the Plummer-equivalent softening (2.8ε = 0.7 kpc). The blue dashed lines and solid brown lines correspond, respectively, to the best-fitting
NFW and Einasto profiles to the filled circles.

4.6 Halo concentrations

The concentration of a halo, cX, is conventionally defined by the
ratio, cX = RX/rconc, where RX is the radius within which mean in-
ternal density is Xρcr, and rconc is the radius at which the spherically
averaged density profile (assumed monotonic) obeys

d ln ρ(r)
d ln r

= −2. (22)

For an NFW profile, rconc = rs, while for an Einasto profile
rconc = r−2. We set X = 200.

Previous work (Navarro et al. 1997; Avila-Reese et al. 1999; Jing
2000; Bullock et al. 2001; Eke et al. 2001; Zhao et al. 2003; Macciò
et al. 2007; Neto et al. 2007; Duffy et al. 2008; Gao et al. 2008;
Dutton & Macciò 2014) has shown that the concentration and the
mass of relaxed haloes are anticorrelated (at z = 0), and follow a
power law of the form

c200 = A

(
M200

1014 h−1 M"

)B

, (23)

where A ≈ 5 and B ≈ −0.1. The best-fitting values of these param-
eters are sensitive to the cosmological parameters, particularly to
the values of σ 8 and %m (e.g. Duffy et al. 2008; Dutton & Macciò
2014). The value of c200 at redshift zero is linked to the background
density of the Universe at the time of formation of the halo (Navarro
et al. 1997; Ludlow et al. 2013) which is affected by σ 8 and %m.
Higher values of these parameters lead to earlier halo formation
times at a given mass and therefore higher concentrations. The con-
centrations of individual haloes of a given mass scatter about the
median value with an approximately lognormal distribution (Jing
2000; Neto et al. 2007). The amplitude of this scatter decreases with
halo mass (Neto et al. 2007).

While formally equation (22) implicitly defines Rconc, it is im-
practical to apply a differential measure of the density to determine
the concentrations of individual haloes, even in simulations, be-
cause the density profiles are noisy and sensitive to the presence
of substructures. In practice, the concentration is determined by fit-
ting the spherically averaged density profile over a range of radii
encompassing rs with a model. This approach only works if the
model provides a good description of the true halo profile over the
fitted range. We have shown in Section 4.4 that the density profiles
of haloes in both the EAGLE and DMO simulations are well de-
scribed by an NFW profile over the range [0.05 − 1]Rvir, so we fit
an NFW model over this range.

Fig. 11 shows the NFW concentration of relaxed haloes as a
function of halo mass for the DMO and EAGLE simulations. The top
panel shows the DMO simulation. The black line is the best-fitting
power law of equation (23) to the solid black circles (corresponding
to the stacks containing at least five haloes) using Poissonian errors
for each bin. We have verified that fitting individual haloes (faint
green circles in the same figure) returns essentially the same values
of A and B. Table 3 lists the best-fitting values of these parameters.
It is worth mentioning that the best-fitting power laws fit the halo
stacks in the simulations equally well.

The mass–concentration relation of Dutton & Macciò (2014) is
shown as a red dashed line in the top panel of Fig. 11. This fit is
based on a series of DMO cosmological simulations of a !CDM
model very similar to ours with the cosmological parameters values
taken from the Planck Collaboration XVI (2014) data. Using sev-
eral volumes at different resolutions, they were able to determine the
concentration–mass relation over the range 1010 M" < M200 < 1.5
× 1015 M" at z = 0. Fitting an NFW model to estimate the con-
centration, as we do here, they obtained

c200 = 5.05
(

M200

1014h−1 M"

)−0.101

, (24)

which agrees well with our results.
Not unexpectedly, given the sensitivity of the concentration to

changes in the cosmological parameters, the values for the fit we
obtain for the DMO simulation are significantly different from those
reported by Neto et al. (2007), Macciò et al. (2007), and Duffy et al.
(2008). Compared to the latter, the slope (B) is steeper and the
normalization (A) is higher. This change can be attributed mainly
to changes in the adopted cosmological parameters (σ 8, %m) which
were (0.796, 0, 258) in Duffy et al. (2008) and (0.8288, 0.307) here.

The second panel of Fig. 11 shows the concentrations for the
total matter density profiles of the EAGLE simulation obtained
using the same fitting procedure. The best-fitting parameters for the
mass–concentration relation are given in the second line of Table 3.
Both the amplitude and slope are consistent with the values for the
DMO simulation. As discussed in Section 3.1, matched haloes in
the DMO and EAGLE simulations have, on average, a lower mass
in the EAGLE simulation. For the smallest haloes, the average ratio
is as low as 0.72. Because of this shift in mass, some difference in
the concentration–mass relation might be expected between the two
simulations but, since the value of the slope is small and 0.72−0.1

% 1.04, the effect on the amplitude is also small. A consequence of
the shift in M200 is that the relative sizes of R200 for matched haloes
is REAGLE

200 /RDMO
200 % 0.9. In Fig. 12, we show that the mean ratio
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Redshift evolution of the concentration-mass relationship
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Redshift evolution of fit parameters

Baryon effects on !CDM haloes 1261

Figure 10. Stacked density profiles of the DM component of the EAGLE haloes normalized by the average R200 radius and scaled by r2 for a selection of halo
masses. The green dash–dotted line represents the total mass profile (from Fig. 8. The vertical line shows the resolution limit. Data points are only shown at
radii larger than the Plummer-equivalent softening (2.8ε = 0.7 kpc). The blue dashed lines and solid brown lines correspond, respectively, to the best-fitting
NFW and Einasto profiles to the filled circles.

4.6 Halo concentrations

The concentration of a halo, cX, is conventionally defined by the
ratio, cX = RX/rconc, where RX is the radius within which mean in-
ternal density is Xρcr, and rconc is the radius at which the spherically
averaged density profile (assumed monotonic) obeys

d ln ρ(r)
d ln r

= −2. (22)

For an NFW profile, rconc = rs, while for an Einasto profile
rconc = r−2. We set X = 200.

Previous work (Navarro et al. 1997; Avila-Reese et al. 1999; Jing
2000; Bullock et al. 2001; Eke et al. 2001; Zhao et al. 2003; Macciò
et al. 2007; Neto et al. 2007; Duffy et al. 2008; Gao et al. 2008;
Dutton & Macciò 2014) has shown that the concentration and the
mass of relaxed haloes are anticorrelated (at z = 0), and follow a
power law of the form

c200 = A

(
M200

1014 h−1 M"

)B

, (23)

where A ≈ 5 and B ≈ −0.1. The best-fitting values of these param-
eters are sensitive to the cosmological parameters, particularly to
the values of σ 8 and %m (e.g. Duffy et al. 2008; Dutton & Macciò
2014). The value of c200 at redshift zero is linked to the background
density of the Universe at the time of formation of the halo (Navarro
et al. 1997; Ludlow et al. 2013) which is affected by σ 8 and %m.
Higher values of these parameters lead to earlier halo formation
times at a given mass and therefore higher concentrations. The con-
centrations of individual haloes of a given mass scatter about the
median value with an approximately lognormal distribution (Jing
2000; Neto et al. 2007). The amplitude of this scatter decreases with
halo mass (Neto et al. 2007).

While formally equation (22) implicitly defines Rconc, it is im-
practical to apply a differential measure of the density to determine
the concentrations of individual haloes, even in simulations, be-
cause the density profiles are noisy and sensitive to the presence
of substructures. In practice, the concentration is determined by fit-
ting the spherically averaged density profile over a range of radii
encompassing rs with a model. This approach only works if the
model provides a good description of the true halo profile over the
fitted range. We have shown in Section 4.4 that the density profiles
of haloes in both the EAGLE and DMO simulations are well de-
scribed by an NFW profile over the range [0.05 − 1]Rvir, so we fit
an NFW model over this range.

Fig. 11 shows the NFW concentration of relaxed haloes as a
function of halo mass for the DMO and EAGLE simulations. The top
panel shows the DMO simulation. The black line is the best-fitting
power law of equation (23) to the solid black circles (corresponding
to the stacks containing at least five haloes) using Poissonian errors
for each bin. We have verified that fitting individual haloes (faint
green circles in the same figure) returns essentially the same values
of A and B. Table 3 lists the best-fitting values of these parameters.
It is worth mentioning that the best-fitting power laws fit the halo
stacks in the simulations equally well.

The mass–concentration relation of Dutton & Macciò (2014) is
shown as a red dashed line in the top panel of Fig. 11. This fit is
based on a series of DMO cosmological simulations of a !CDM
model very similar to ours with the cosmological parameters values
taken from the Planck Collaboration XVI (2014) data. Using sev-
eral volumes at different resolutions, they were able to determine the
concentration–mass relation over the range 1010 M" < M200 < 1.5
× 1015 M" at z = 0. Fitting an NFW model to estimate the con-
centration, as we do here, they obtained

c200 = 5.05
(

M200

1014h−1 M"

)−0.101

, (24)

which agrees well with our results.
Not unexpectedly, given the sensitivity of the concentration to

changes in the cosmological parameters, the values for the fit we
obtain for the DMO simulation are significantly different from those
reported by Neto et al. (2007), Macciò et al. (2007), and Duffy et al.
(2008). Compared to the latter, the slope (B) is steeper and the
normalization (A) is higher. This change can be attributed mainly
to changes in the adopted cosmological parameters (σ 8, %m) which
were (0.796, 0, 258) in Duffy et al. (2008) and (0.8288, 0.307) here.

The second panel of Fig. 11 shows the concentrations for the
total matter density profiles of the EAGLE simulation obtained
using the same fitting procedure. The best-fitting parameters for the
mass–concentration relation are given in the second line of Table 3.
Both the amplitude and slope are consistent with the values for the
DMO simulation. As discussed in Section 3.1, matched haloes in
the DMO and EAGLE simulations have, on average, a lower mass
in the EAGLE simulation. For the smallest haloes, the average ratio
is as low as 0.72. Because of this shift in mass, some difference in
the concentration–mass relation might be expected between the two
simulations but, since the value of the slope is small and 0.72−0.1

% 1.04, the effect on the amplitude is also small. A consequence of
the shift in M200 is that the relative sizes of R200 for matched haloes
is REAGLE

200 /RDMO
200 % 0.9. In Fig. 12, we show that the mean ratio
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SN + stellar winds scaling relations 
based on  FIRE zoom-in simulations 
[Muratov+ 2015; Anglés-Alcázar+ 2017b]

[Davé+ 2019]

AGN feedback

AGN WINDS

JETS

X-RAY HEATING

[Image credit: CXC, Melissa White]

Effect of baryons on gas profiles in the Simba simulation 

MBH>107.5 MSun & fEdd<0.2

MBH>107.5 MSun & fEdd<0.2 & fgas<0.2

Stellar feedback

BH accretion
HOT MODE [Bondi 1952]

COLD MODE: torque-limited 
accretion [Hopkins & Quataert 2011; 

Anglés-Alcázar+ 2013, 2015, 2017a]

Jet Feedback and the PUC in S���� 7

Figure 2. Temperature slices from the 50h�1Mpc S���� simulations with AGN jet feedback (left 3 panels) and from the No-jet run (right 3 panels). The top
panels are at z = 2, the middle panels are at z = 1, and the bottom panels are at z = 0. The jet feedback clearly has a dramatic e�ect on the temperature of the
IGM by z = 0, with many Mpc-scale regions heated by jet energy.

MNRAS 000, 1–14 (2019)

[Christiansen, Davé, DS+ 2020]
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Ø MTNG: Baryons increase both normalisation and slope
of concentration-mass relationship at high redshift

Ø MTNG: At lower redshift, the concentration-mass
relationship in the hydrodynamical simulation is
consistent with the dark-matter-only run

Ø Simba: AGN-driven jets are associated with less steep
gas density profiles in group-size haloes

Conclusions



[Anglés-Alcázar in prep.]


