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Dipole vs Parton 
Showers
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kt-ordered dipole shower



Angular-ordered parton shower
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• Some azimuthal correlations lost through averaging
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• AOPS vs Exact LOME (Madgraph) 

• A=collinear-soft, B=collinear-nonsoft 

• C not reliable (but improves agreement)

Figure 1: Di↵erential distribution of L = ln(1/ycut) in h ! 3 and 4 glu-
ons. Points are MadGraph data using leading-order exact matrix elements.
Dashed, dot-dashed and solid curves show the leading-log, NLL and NNLL
results, respectively.
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Figure 4: Di↵erential distribution of L = ln(1/ycut) in Z0 ! dd̄+ 1 and
2 gluons. Points are MadGraph data using leading-order exact matrix ele-
ments. Dashed, dot-dashed and solid curves show the leading-log, NLL and
NNLL results, respectively.
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Parton vs Dipole Showers
• Parton Shower 

• Simple 1-to-2 splittings: fewer recoil ambiguities 

• Colour structure simple at DL, NDL 

• Soft azimuthal correlations missing 

• Dipole shower 

• 2-to-3 splittings mean more recoil ambiguities 

• Colour structure more difficult, even at DL 

• Azimuthal correlations included



Fractal Structure 
of Showers





L = lnQ/Q0
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Increasing Q:



• Fractal curve length 

• Hadron multiplicity 
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FIG. 1: Comparison of the experimental data of ⟨nh(µ
2)⟩q (lower curves) and ⟨nh(µ

2)⟩g (upper curves) with the NNNLOapprox+
NNLL fit to them.

which nicely agrees with the present world average, α(5)
s (M2

Z) = 0.1181 ± 0.0011 [7]. Our fit results turn out to be
very insensitive to the precise choice of Q0. The power corrections turn out to be sizeable, with λ = 1.96+0.21

−0.19 , in
agreement with Ref. [9].
In Fig. 2, we compare our NNNLOapprox +NNLL prediction for r with the experimental data compiled in Ref. [8],

which did not enter our fit. They were collected at CESR with
√
s = 10 GeV, DESY DORIS II with 10 GeV, PEP

with 29 GeV, PETRA with 22–35 GeV, LEP1 with 91 GeV, LEP2 with 130–209 GeV, and FNAL Tevatron with
1.8 TeV. The agreement is very satisfactory and reassures us of the validity of our analysis.
In summary, we unraveled an unexpected, SUSY-like relationship between the NNLL-resummed first Mellin mo-

ments of the timelike DGLAP splitting functions in real QCD, Eq. (4), which is nf independent, and exploited it to
find an exact solution of the DGLAP evolution equation, Eq. (1), bypassing the approximate two-step diagonalization
procedure used so far in the literature. This also allowed us push our knowledge of r− by one order of γ0. Also
incorporating the appropriately transformed O(γ2

0 ) and O(γ3
0) corrections to r+ as well as power-like corrections, we

performed a global fit to the world data of charged-hadron multiplicities in quark and gluon jets produced by e+e−

annihilation and so extracted the competitive new value of α(5)
s (M2

Z) in Eq. (33), which nicely agrees with the present
world average. Our analysis only relies on first principles of QCD and avoids additional model assumptions, including
those inherent to the MLLA. On top of the physical advantages mentioned above, Eq. (4) renders the otherwise
complicated formalism aesthetically pleasing and prompts one to speculate if there is some unknown higher reason
for it.
We thank P. Bolzoni for collaboration at the initial stage of this research and O. L. Veretin for assistance in

the numerical analysis. This research was supported in part by the German Research Foundation under Grant No.
KN 365/5-3, by the National Science Foundation under Grant No. NSF PHY-1125915, by the Russian Foundation

Quark jet

Gluon jet

Kniehl & Kotikov, 1702.03193 (NNLL)
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By the same token, we may accommodate the higher-order corrections [21, 22] by including within the curly brackets
in Eq. (26) the terms c̄2γ2

0 + c̄3γ3
0 , where

c̄2 =
179

72
−

20

9
ζ(2)−

355

1944
nf +

43

26244
n2
f ,

c̄3 = −
5213

1152
−

8

3
ζ(2) +

40

9
ζ(3) +

(

−
9761

31104
+

14

27
ζ(2)

)

nf +
15595

314928
n2
f −

4799

17006112
n3
f . (27)

For nf = 5,

r̄+ = 2.250− 0.889 γ0 − 4.593 γ2
0 + 0.740 γ3

0 + O(γ4
0). (28)

The difference between r± and r̄± is an artifact of the different diagonalization procedures adopted here and in Ref. [8].
In fact, taking the limit N → 1 in Da(N,µ2) and diagonalizing the DGLAP equations are noncommuting operations.

Consequently, our components Da differ from those in Ref. [8], Da with r̄± = D
±

g /D
±

s , by terms of O(γ0). Specifically,
we have

D±
a =

∑

b=s,g

MabD
±

b , (29)

where

Mss = 1−
4

3
Cϕγ0, Msg = −

C

3
γ0[1 + ϕ(1 − 6C)],

Mgs = −
2

3
ϕγ0, Mgg = 1+

2

3
Cϕγ0. (30)

In fact, this transformation converts r̄± into r± and, by exploiting Eq. (27), allows us to extend our result for r+
through O(γ3

0); the counterpart of Eq. (28) reads

r+ = 2.250− 4.505 γ2
0 − 0.586 γ3

0 + O(γ4
0). (31)

Note that our advanced procedure to solve Eq. (1) allows us to determine r− through O(γ2
0 ), while r̄− from Ref. [8] is

limited to O(γ0). We denote the approximation of using Eq. (31) on top of Eqs. (24) and (25) as NNNLOapprox+NNLL.
Power-like corrections were found to be indispensable for a realistic description of the experimental data of ⟨nh⟩q,

⟨nh⟩g, and r [22, 23]. Following Refs. [22, 23], we include them by multiplying r+ in Eq. (31) with the factor

1 + (1 +
nf

27
)
µcr

µ
γ0, (32)

where µcr is a critical scale parameter to be fitted. In the MLLA approach, µcr = KcrΛQCD usually serves as the
initial point of the evolution, which is implemented with the basic variables Y = ln(µ/µ0) and λ = lnKcr. The most
frequent choice, λ = 0, corresponds to the limiting-spectrum approximation [2]. Other recent choices include λ = 1.4
and λ = 2.0 [9]. Since logarithmic and powerlike corrections become comparable at small values of µ2, a judicious
choice of µ is important to prevent strong correlations. Motivated by Refs. [10, 24, 25], we choose µ2 = R2Q2+4M2

eff,
where R is the jet radius, Q2 =

√
s, and Meff is the effective gluon mass. We adopt R = 0.3 as a typical value from

Ref. [24] and Meff(Q2) = m2/[1 + (Q2/M2)γ ] with m = 0.375 GeV, M = 0.557 GeV, and γ = 1.06 from Ref. [25].
We are now in a position to perform a global fit to the available measurements of ⟨nh⟩q and ⟨nh⟩g for changed

hadrons h in e+e− annihilation, which were carefully compiled in Ref. [8]. They include 58 and 35 data points,
respectively, and come from CLASSE CESR with

√
s = 10 GeV, SLAC PEP with 29 GeV, DESY PETRA with

12–47 GeV, KEK TRISTAN with 50–61 GeV, SLAC SLC with 91 GeV, CERN LEP1 with 91 GeV, and CERN
LEP2 with 130–209 GeV. The jet algorithms adopted in these experimental analyses are mutually compatible [26].
As in Ref. [8], we choose the reference scale to be Q0 = 50 GeV, which roughly corresponds to the geometric mean
of the smallest and largest of the occurring

√
s values, and put nf = 5 throughout our analysis. As may be seen

in Fig. 1, our NNNLOapprox + NNLL fit yields an excellent description of the experimental data included in it, with
a χ2 per degree of freedom of χ2

dof = 1.32. The fit parameters are determined to be ⟨nh(Q2
0)⟩q = 16.38 ± 0.05,

⟨nh(Q2
0)⟩g = 23.87± 0.07, Kcr = 7.09+1.71

−1.21 , and

α(5)
s (M2

Z) = 0.1205
+0.0016

−0.0020
, (33)



• Quark/gluon fraction from Pythia 8 

• N3LO = N3LLapprox 

• Scale Q=RpT 

• Normalized at 100<pT<200 GeV
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Figure 4: The measured average charged-particle multiplicity as a function of the jet pT, combining the more
forward and the more central jets for (a) ptrack

T > 0.5 GeV, (b) ptrack
T > 2 GeV, and (c) ptrack

T > 5 GeV. The band
around the data is the sum in quadrature of the statistical and systematic uncertainties. Error bars on the data points
represent the statistical uncertainty (which are smaller than the markers for most bins).
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Figure 4: The measured average charged-particle multiplicity as a function of the jet pT, combining the more
forward and the more central jets for (a) ptrack

T > 0.5 GeV, (b) ptrack
T > 2 GeV, and (c) ptrack

T > 5 GeV. The band
around the data is the sum in quadrature of the statistical and systematic uncertainties. Error bars on the data points
represent the statistical uncertainty (which are smaller than the markers for most bins).
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Figure 4: The measured average charged-particle multiplicity as a function of the jet pT, combining the more
forward and the more central jets for (a) ptrack

T > 0.5 GeV, (b) ptrack
T > 2 GeV, and (c) ptrack

T > 5 GeV. The band
around the data is the sum in quadrature of the statistical and systematic uncertainties. Error bars on the data points
represent the statistical uncertainty (which are smaller than the markers for most bins).
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between the more forward and the more central jet. The band for the data is the sum in quadrature of the systematic
and statistical uncertainties and the error bars on the data points represent the statistical uncertainty. Bands on the
simulation include MC statistical uncertainty. The jet pT dependence of (b) the average charged-particle multiplicity
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Dijets, radius R=0.4



Fractal Structure: Box Counting
• Decreasing Q0

2 Joe Davighi, Philip Harris: Fractal based observables to probe jet substructure of quarks and gluons

Fig. 1. An illustration of the iterated box-counting procedure used to calculate fractal-based quantities on a set of points.
The filled blue circles are the (⌘,�) angular coordinates of the hadrons within a particular sample jet (in particular, this jet
has total pT = 157 GeV, and 30 constituent hadrons). The box-counting is illustrated for four sample scales, corresponding to
successively finer ✏ values of 0.2, 0.1, 0.067 and 0.05. The cells registering particle hits are highlighted with red shading.

lar coordinates into a square grid of cells, each cell having
side-length ✏. For a given scale ✏, we count the number
of cells Nhits (✏) which register particle hits with a total
transverse momentum greater than some pixel-level soft
cuto↵, in this study chosen to be pT > 1.0 GeV. This low
energy cut represents a limiting threshold due to detec-
tor resolution. This counting is iterated over a range of
scales, as is illustrated in Figure 1. The second stage is to
fit smooth functions to the variation of y = logNhits (✏)
with x = log (1/✏), and to extract the parameters of the
fit as a set of (correlated) jet observables, which we call
Extended Fractal Observables (EFOs). This is a general-
ization of the traditional box-counting method, in which
only linear functions y = mx+ c are fitted, with the gra-
dient m identified as the fractal dimension [8].

Indeed, in Figure 2 there is no distinct region of linear
scaling, as would be needed to extract a fractal dimension.
Rather, logNhits (✏) levels o↵ smoothly from large to small
scales as saturation is approached, motivating a non-linear
fit to extract whatever information this curve might en-
code about the jet. In particular, the hadronization region
(i.e. at small ✏) obviously carries non-perturbative infor-
mation sensitive to the flavor of the jet. The observed
curves are distinct between quarks, gluons and b-quarks,
as summarized in Figures 2 and 3. This scaling is a funda-
mental property of QCD resulting from the di↵erences in
the splitting of quarks and gluons. Further measurements
of this scaling allows for an alternative approach to extract
QCD properties such as the strong coupling constant [32,
33].

The generic plateauing curves in Figure 2 can be fit-
ted by almost any non-linear function (given a suitably
restricted range in x), so we studied fit functions with at
most three parameters, for speed and robustness of fitting.

Davighi & Harris,1703.00914
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Fig. 2. Left: logarithmic fits to logNhits (✏) against log (1/✏) for light quarks, bottom quarks, and gluons, of the form y =
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Fits were carried out simply by a binned �

2 minimization
of the chosen function. Example fit functions included the
following:

1. logarithmic fits of the form y = p0 + p1x+ p2 log x.
2. quadratic fits: y = p0 + p1x+ p2x

2.
3. hyperbolic tangent fits: y = p0 + p1 tanh(x� p2).

The values of the best fit parameters {pi} for each fit-
ting function constitute three possible sets of EFOs. For
a polynomial in x = log(1/✏), like the quadratic fit func-
tion, the fit reduces to a matrix inversion and thus has a
well-defined convergence. The other two parametrizations
are not polynomials, hence we perform a �

2 minimization.
Functions which actually saturate, such as the hyper-

bolic tangent parametrization above, are more physically
motivated because they can model the saturation itself
(asymptoting to the jet multiplicity). However, for the
range of box scales used in our study (of width ✏ � 0.05, -
see 2.2 below), and for all but the lowest pT jets, the non-

saturating fit functions also provide adequate models for
the observed scaling. For the purpose of quark-gluon dis-
crimination (see section 3), the logarithmic fitting func-
tion was found to give the best discrimination performance
of the three functions above (see Figure 6 to compare the
performance between the logarithmic and hyperbolic tan-
gent fitting functions).

2.2 The range of box-counting scales

The range of angular scales ✏ has been chosen by paving
the jet cone with a square grid of N ⇥ N cells, where
the splitting scale N ranges in integer steps from 3 to 16.
For each N , the angular scale is ✏ = 2R/N , where R is
the jet radius, in this study R = 0.4. The coarsest ✏ scale
chosen, corresponding to N = 3, is essentially the coarsest
scale carrying potentially discriminating information (for
N = 2 the jet cone would be divided into four quarters,
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the ratio of exclusive jet rates R
(n+1)/n

= �
n+1

/�
n

. In the Durham (exclusive k
t

)

algorithm, it was found that for low multiplicity n  hn
jets

i, emissions are essentially

Poisson-like so that R
(n+1)/n

⇠ (n + 1)�1. The tail of the multiplicity distribution

then produces dominantly staircase or geometric scaling where R
(n+1)/n

⇠ constant.

This regime is driven by the fractal nature of QCD radiation in the gluon dominated

limit.

We know from previous work that the expected scaling patterns of jets can de-

pend dramatically on the jet algorithm. One example of this is the JADE algorithm,

where the non-exponentiation of the primary emissions precludes the Poisson extrap-

olation even in the pseudo-abelian limit [23]. In this section we would like to address

scaling in the inclusive generalized k
t

class of algorithms. This extends the results

in [20] and strengthens the case for investigation at hadron colliders.

10.1 Poisson breaking components

With the leading logarithmic coe�cients from Eqs. (5.13)-(5.16) it is easy to make

some first statements about scaling in the generalized algorithm. It is clear from the

structure of the coe�cients that in the limit C
A

! 0 a perfect Poisson distribution

emerges. Now a simple comparison between the generalized and Durham algorithms

is the relative size of the Poisson breaking components in the lower multiplicity

rates, for example the 2-gluon correlated emission contribution to the 4-jet rate

(5.15). For the double-leading logarithmic coe�cients to the 4-jet rate, R
44
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find CDurham
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Fractal Structure: Subjets
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Azimuthal Correlations
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EPR Correlations

• where  

• Fully included in Herwig (CKR method)
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Fig. 9: The analytic result for the di↵erence in az-
imuthal angle between the planes of the two branchings in
h0 ! gg ! qq̄q0q̄0 compared to the distributions predicted
using the angular-ordered (QS) and dipole (DS) parton
showers in Herwig7. The angular-ordered shower (QS-
CorrO↵) and dipole shower (DS-CorrO↵) predictions
without spin correlations are included for comparison. The
result obtained from a sample of LO events generated us-
ing MadGraph5 aMC@NLO (LO) is also shown.

predicted using the angular-ordered and dipole parton
showers are shown in Fig. 10 and Fig. 11 respectively. In
each plot we also include the result obtained from a sample
of LO events generated using MadGraph5 aMC@NLO
for comparison.

In Fig. 10 we include predictions obtained using the
angular-ordered parton shower with and without spin cor-
relations. When spin correlations are not included in the
parton shower the predicted distribution is simply a flat
line. We find that, with spin correlations included in the
parton shower, the angular-ordered parton shower predic-
tion is similar to the LO prediction with some di↵erences
in shape due to corrections beyond the collinear limit.

The predictions obtained using the dipole parton
shower display more complex behaviour and we have in-
cluded several results in Fig. 11. We first note that the pre-
diction produced using the dipole parton shower without
spin correlations is not flat. This is due to the treatment of
splitting recoils. In initial-initial dipoles the recoil in split-
tings is distributed amongst all outgoing particles other
than the new emission, and in initial-final dipoles the out-
going spectator gains a transverse component to its mo-
mentum. The momentum of the outgoing quark produced
in the first splitting is therefore changed in a non-trivial
way in the second splitting and this gives rise to a direc-
tional preference of the second splitting relative to the first
splitting. This behaviour necessarily a↵ects the prediction
when spin-correlations are included and gives rise to the
corresponding distribution in Fig. 11.
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Fig. 10: The di↵erence in azimuthal angle between the
planes of two initial-state g ! qq̄ branchings in gg ! h0

predicted using the angular-ordered (QS) parton shower
in Herwig7. The angular-ordered parton shower (QS-
CorrO↵) prediction without spin correlations is also
included. The result obtained from a sample of LO
events generated using MadGraph5 aMC@NLO (LO)
is shown for comparison.

In order to demonstrate that the e↵ects seen in the
dipole parton shower predictions are indeed due to the
treatment of recoil momenta in splittings, we have also
included results obtained using a modified version of the
dipole parton shower. In this modified parton shower we
only allow splittings o↵ initial-initial dipoles and we have
modified the behaviour of these splittings such that the
splitting recoil is entirely absorbed by the outgoing Higgs
boson in both of the splittings. With these modifications
the direction of the quark produced in the first splitting is
not modified in the second splitting and when spin corre-
lations are not included the predicted distribution is a flat
line. As such the prediction with spin correlations included
displays better agreement with the angular-ordered par-
ton shower and LO predictions. Again there are di↵erences
in shape between the dipole parton shower prediction and
the LO prediction due to corrections beyond the collinear
limit.

Similar problems with the default recoil scheme in
dipole parton showers were recently observed in Ref. [31]
where it was shown that the same change in the recoil
strategy we have used resolved issues with the logarith-
mic accuracy of the parton shower.

3.3 Correlations in Decay Processes

The spin correlations in the hard process can also af-
fect the distribution of the particles produced in the sub-
sequent decay of unstable particles, such as the top quark,
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illustrate recoil ambiguity
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Fig. 11: The di↵erence in azimuthal angle between the
planes of two initial-state g ! qq̄ branchings in gg ! h0

predicted using the dipole parton shower (DS) in Her-
wig7. The dipole parton shower (DS-CorrO↵) prediction
without spin correlations is also included. Predictions ob-
tained using the dipole parton shower restricted to al-
low branchings from II dipoles only and with a modi-
fied handling of splitting recoils, as described in the text,
are shown with (DS-II) and without (DS-II-CorrO↵) spin
correlations. The result obtained from a sample of LO
events generated using MadGraph5 aMC@NLO (LO)
is shown for comparison.

and also give correlations between the decay products of
di↵erent unstable particles. As we are interested in cor-
relations in the parton shower, in this section we look at
correlations in the decay of a coloured particle, namely the
top quark. Fig. 12 shows the azimuthal separation of the
charged leptons in dileptonic pp ! tt̄ events at a centre-
of-collision energy of 8 TeV, measured by CMS. In addi-
tion we show the predictions of this distribution obtained
using the angular-ordered and dipole parton showers in
Herwig7. The hard process is produced using a LO ma-
trix element. In the angular-ordered shower the top-quark
decays are corrected to NLO in QCD while in the dipole
shower no such correction is applied to obtain these pre-
dictions. There is reasonable agreement between the ex-
perimental result and both parton shower algorithms in-
cluding spin correlations whereas the results without spin
correlations clearly fail to describe the data.

4 Conclusions

We have implemented the spin correlation algorithm
of Refs. [14–18] in the angular-ordered and dipole parton
showers in Herwig7. This feature will be available for
public use in Herwig7.2. We have compared the predic-
tions obtained using each of the parton showers in Her-
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Fig. 12: The azimuthal separation of the charged lep-
tons in 8 TeV dileptonic pp ! tt̄ events, as measured by
CMS [32] and predicted using the angular-ordered (QS)
and dipole (DS) parton showers in Herwig7. The predic-
tions of the angular-ordered (QS-CorrO↵) shower and the
dipole shower (DS-CorrO↵) without spin correlations are
also shown.

wig7 to analytic calculations or predictions obtained us-
ing a LO ME. Through these comparisons we have con-
firmed that the spin correlation algorithm is functioning
correctly in both showers.

The handling of splitting recoils in the dipole shower
is not formally included in the spin correlation algorithm.
We have discussed these limitations and presented results
that show where these e↵ects are evident. Despite these
limitations, we find that the dipole shower, and the angular-
ordered shower, produce a fairly accurate prediction of a
spin-correlation sensitive observable, namely the azimuthal
separation of the leptons, in pp ! tt̄ events.

While spin correlation e↵ects are often unobservable
in average distributions, as we have seen there are cases
where they are important. Their implementation in Her-
wig7 is therefore an important part of improving the ac-
curacy of the simulation.
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Fig. 11: The di↵erence in azimuthal angle between the
planes of two initial-state g ! qq̄ branchings in gg ! h0

predicted using the dipole parton shower (DS) in Her-
wig7. The dipole parton shower (DS-CorrO↵) prediction
without spin correlations is also included. Predictions ob-
tained using the dipole parton shower restricted to al-
low branchings from II dipoles only and with a modi-
fied handling of splitting recoils, as described in the text,
are shown with (DS-II) and without (DS-II-CorrO↵) spin
correlations. The result obtained from a sample of LO
events generated using MadGraph5 aMC@NLO (LO)
is shown for comparison.

and also give correlations between the decay products of
di↵erent unstable particles. As we are interested in cor-
relations in the parton shower, in this section we look at
correlations in the decay of a coloured particle, namely the
top quark. Fig. 12 shows the azimuthal separation of the
charged leptons in dileptonic pp ! tt̄ events at a centre-
of-collision energy of 8 TeV, measured by CMS. In addi-
tion we show the predictions of this distribution obtained
using the angular-ordered and dipole parton showers in
Herwig7. The hard process is produced using a LO ma-
trix element. In the angular-ordered shower the top-quark
decays are corrected to NLO in QCD while in the dipole
shower no such correction is applied to obtain these pre-
dictions. There is reasonable agreement between the ex-
perimental result and both parton shower algorithms in-
cluding spin correlations whereas the results without spin
correlations clearly fail to describe the data.

4 Conclusions

We have implemented the spin correlation algorithm
of Refs. [14–18] in the angular-ordered and dipole parton
showers in Herwig7. This feature will be available for
public use in Herwig7.2. We have compared the predic-
tions obtained using each of the parton showers in Her-
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dipole shower (DS-CorrO↵) without spin correlations are
also shown.

wig7 to analytic calculations or predictions obtained us-
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firmed that the spin correlation algorithm is functioning
correctly in both showers.

The handling of splitting recoils in the dipole shower
is not formally included in the spin correlation algorithm.
We have discussed these limitations and presented results
that show where these e↵ects are evident. Despite these
limitations, we find that the dipole shower, and the angular-
ordered shower, produce a fairly accurate prediction of a
spin-correlation sensitive observable, namely the azimuthal
separation of the leptons, in pp ! tt̄ events.
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in average distributions, as we have seen there are cases
where they are important. Their implementation in Her-
wig7 is therefore an important part of improving the ac-
curacy of the simulation.

Acknowledgements

We thank the other members of the Herwig collab-
oration, and Simon Plätzer in particular, for useful dis-
cussions and support. SW acknowledges support from a
STFC studentship. This work received funding from the
European Unions Horizon 2020 research and innovation
programme as part of the Marie Sk lodowska-Curie Innova-
tive Training Network MCnetITN3 (grant agreement no.
722104).

pp ! tt̄ ! bb̄ `+`�⌫`⌫̄`



Electroweak Showers



• Far above EW scale, at q>>mW, we have 
approximately unbroken SU(3)xSU(2)xU(1) 

• Corrections ~ mW/q



Polarized Splitting Functions
• For any gauge interaction G=SU(3), SU(2), U(1) 

(neglecting azimuthal correlations)
interaction M , which we denoted collectively by I = G, one finds

PR
fLfL,G

(z) = PR
fRfR,G(z) =

2

1� z
� (1 + z) , (2.20)

PR
V+fL,G

(z) = PR
V�fR,G(z) =

(1� z)2

z
, (2.21)

PR
V�fL,G

(z) = PR
V+fR,G(z) =

1

z
, (2.22)

PR
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fRV�,G(z) =
1

2
(1� z)2 , (2.23)

PR
fLV�,G(z) = PR

fRV+,G(z) =
1

2
z2 , (2.24)

PR
V+V+,G(z) = PR

V�V�,G(z) =
2

1� z
+

1

z
� 1� z(1 + z) , (2.25)

PR
V+V�,G(z) = PR

V�V+,G(z) =
(1� z)3

z
, (2.26)

PR
HH,G(z) =

2

1� z
� 2 , (2.27)

PR
V±H,G(z) =

1

z
� 1 , (2.28)

PR
HV±,G(z) =

1

2
z(1� z) . (2.29)

The factor of 1/2 in PR
fV has to be included since we are considering fermions with definite

chirality. For splitting to and from antifermions we have, from CP invariance,

PR
¯fLV+,G(z) = PR

fLV�,G(z) , PR
¯fRV+,G(z) = PR

fRV�,G(z) , (2.30)

PR
V+

¯fL,G
(z) = PR

V�fL,G
(z) , PR

V+
¯fR,G(z) = PR

V�fR,G(z) . (2.31)

Finally for the Yukawa interaction (Y ), one has

PR
ff,Y (z) =

1� z

2
, (2.32)

PR
Hf,Y (z) = PR

ff,Y (1� z) , (2.33)

PR
fH,Y (z) =

1

2
. (2.34)

We now give the necessary coe�cients Cij,I for the five interactions.

I=3: SU(3) interaction

We start by considering the well known case of SU(3) interactions. The relevant degrees of

freedom are the gluon, as well as left and right-handed quarks. The coupling coe�cients

are

Cqq,3 = Cgq,3 = CF , Cqg,3 = TR , Cgg,3 = CA , (2.35)

where CF = 4/3, CA = 3, TR = 1/2. Note that since SU(3) has the same coupling to

left- and right-handed quarks, it does not produce a polarization asymmetry on its own,

unless an initial asymmetry is present due to polarized initial states. However, due to the

– 9 –



• Parity violation implies large polarization effects
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• Real-virtual emission mismatch leads to double logarithms of q/mW 

• Define 

• Q+ has DGLAP (single-log) evolution 

• Q- has double-log damping (asymptotic symmetry)
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• Define  

• Then 

• Hence 

• For LLA resummation:  
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[CF = 3/4 for SU(2)]



Momentum fractions in jets
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Figure 1: The momentum averaged fragmentation functions hdki i for (a,b) i = dL, dR, (c,d) eL, eR,
(e,f) W+, B, (g,h) W3, g. The di↵erent values of k are stacked on top of each other, such that
the total equals one, as demanded by the sum rule. Dashed/solid lines show DL/NLL resummed
results.
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Figure 1: The momentum averaged fragmentation functions hdki i for (a,b) i = dL, dR, (c,d) eL, eR,
(e,f) W+, B, (g,h) W3, g. The di↵erent values of k are stacked on top of each other, such that
the total equals one, as demanded by the sum rule. Dashed/solid lines show DL/NLL resummed
results.
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(h)

Figure 1: The momentum averaged fragmentation functions hdki i for (a,b) i = dL, dR, (c,d) eL, eR,
(e,f) W+, B, (g,h) W3, g. The di↵erent values of k are stacked on top of each other, such that
the total equals one, as demanded by the sum rule. Dashed/solid lines show DL/NLL resummed
results.
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Bauer, Provasoli, BW, 1808.08831



• Similarly in initial-state showering (PDF evolution) 

• uL-dL (& sL-cL) has double-log damping

Bauer, Ferland, BW, 1703.08562
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Summary
• Dipole and parton showers have complementary features 

• Azimuthal correlations can be important 

• CKR method for spin correlations 

• PS vs DS studies probe soft correlations (& recoils) 

• Electroweak showering introduces novel features 

• Self-polarization, double log evolution


