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Precision timing: why do we need it?
• LHC proton bunches cross every 25 ns, lasting 0.5 ns each crossing.
• Detector readout repeats at 25 ns (40 MHz)—very fast!
- But… mostly blind to time structure within each bunch crossing.
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(N.B. real collisions aren’t spherically symmetric!)

Collision structure at an LHC detector
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Precision timing: why do we need it?
• Each bunch crossing: tons of 

simultaneous pileup interactions!
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Extreme LHC event: 78 vertices! 

Typical mean # of PU interactions:
• LHC: 20-50
•High-Lumi LHC: 200
• Future hadron collider: 1000 (!)

• Precision timing can provide simplification!

• High Lumi LHC: events too dense / 
complex to reconstruct accurately
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Precision timing for CMS in HL-LHC era
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• Separate spatially overlapping vertices with intra-bunch time information

• MIP Timing Detector (MTD): timestamp every track with 30-60 ps resolution
- Install in advance of HL-LHC.
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Impact of timing on CMS performance
• Reduce effective pileup to current levels: maintain core physics performance
• Time of Flight identification for soft hadrons
• New discovery capability for exotic long-lived & slow moving particles
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4 Chapter 1. Overview of the MIP Timing Detector Project

Figure 1.2: Simulated and reconstructed vertices in a bunch crossing with 200 pileup inter-
actions assuming a MIP timing detector with ⇠30 ps time resolution covering the barrel and
endcaps. The horizontal axis is the z position along the beam line, where the “0” is the cen-
ter of the IR. The vertical axis is the time with “0” being the point in time when the beams
completely overlap. The simulated vertices are the red dots. The vertical yellow lines indicate
3D-reconstructed (i.e. no use of timing information) vertices, with instances of vertex merging
visible throughout the display. The black crosses and the blue open circles represent tracks and
vertices reconstructed using a method that includes the time information and is therefore re-
ferred to as “4D”. Vertices that are merged in one spatial dimension are clearly separated when
time information is available.

interaction vertex. This reduction is quantified in Fig. 1.3. The left plot shows the mean number
of tracks incorrectly associated to the primary vertex as a function of the line density of the col-
lision vertices. For a line density of 1.9 collisions per mm, which is the peak density for the
case of 200 pileup collisions, the mean number of incorrectly associated tracks reaches over 20
without the use of timing information.
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Figure 1.3: (left) Number of pileup tracks incorrectly associated with the hard interaction ver-
tex as a function of the collision line density for different time resolutions. (right) Distribution
of the number of incorrectly associated tracks with the use of a 3 s (where s = 35 ps) selection
on timing information and without use of timing information. The vertical axis is the frac-
tion of primary vertices which have the number of pileup tracks shown on the horizontal axis
associated to them.
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Time-of-flight particle identification: full simulation of 
Heavy Ion minimum bias events  

Full  SIM+RECO performance close to back of the 
envelope calculations for !/K (up to p~2.5 GeV) 
and K/p separation (up to p~5 GeV) 

Same performance also in PU200 events: important 
new handle for heavy flavour physics
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LGAD sensors
• Endcap region near beamline: high radiation tolerance required
• Silicon sensors optimized for timing: Low Gain Avalanche Detectors (LGADs)
- Thin depletion region (50 micron): fast & uniform signals
- Internal gain: boost signal-to-noise (x10-30)
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3.2. Silicon sensors 101

Figure 3.5: A cross-section diagrams comparing a standard Silicon detector and an Ultra-Fast
Silicon Detector. UFSDs have an additional p implant providing the larger electric field needed
for charge multiplication.

each pad has an extension of at least 1 mm in each direction, while the thickness is2616

about 50 µm, yielding an almost perfect parallel plate configuration. Distortion due2617

to non saturated drift velocity is minimized by operating the sensor at a bias voltage2618

where the carriers’ velocity is saturated.2619

• sTDC: the effect of the TDC binning is discussed in Sec. 3.3.5.2620

3.2 Silicon sensors2621

3.2.1 Design and specifications2622

The design requirements for a hermetic MIP precision timing detector in the CMS endcap re-2623

gion present a number of challenges. What is needed is a uniform and efficient device capable2624

of operating with sufficient radiation resistance to maintain performance throughout the life-2625

time of the HL-LHC. To meet these needs the ETL will be instrumented with Ultra-Fast Silicon2626

Detector (UFSD), planar silicon devices based on the LGAD technology [21, 22].2627

UFSDs are planar silicon sensors incorporating a low, controlled, gain in the signal formation2628

mechanism, see Figure 3.5. Charge multiplication in silicon sensors happens when the charge2629

carriers are in electric fields of the order of E ⇠ 300 kV/cm. Under this condition the electrons2630

(and to less extent the holes) acquire sufficient kinetic energy to generate additional e/h pairs.2631

A field value of 300 kV/cm can be obtained by implanting an appropriate charge density that2632

locally generates very high fields (ND ⇠ 1016/cm3). The gain has an exponential dependence2633

on the electric field N(l) = Noea(E)l , where a(E) is a strong function of the electric field and l2634

is the path length inside the high field region. The gain layer is realized through the addition2635

of a p-type implant and, to avoid breakdown, its lateral spread is controlled by deep n doped2636

implant, called JTE. Typical gain values are in the 10-30 range, modest compared to gains of2637

thousands or more in APDs or SiPMs.2638

Three vendors have successfully produced optimized UFSDs which have been tested by CMS2639

and are being considered for providing the ETL sensors, including Centro Nacional de Mi-2640

croelectronica (CNM), Barcelona [21, 56, 57], Fondazione Bruno Kessler (FBK) [58, 59], and2641

Hamamatsu Photonics (HPK) [60, 61].2642

Achieving good time performance at low gain requires silicon pixel sizes typically less than a2643

few mm2, to limit the sensor capacitance, implying that a large number of pixels are required2644

to cover the 7 m2 of each ETL endcap. The design studied in the 2017 CMS MTD Technical2645

Proposal (TP) used very large sensors, 5 cm ⇥ 10 cm, with 3 mm ⇥ 1 mm pixels. Our R&D and2646
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Traditional Si diode detector

Low Gain Avalanche Detector
arxiv:1704.08666

N. Koss January 30th 2020, Timing Days 7

• Outer radius: 1270mm Æ 1190mm

• Inner radius coupled to inner support tube

• Design of the cooling manifolds at the periphery of 
the disks 

• Vertical orientation of the on-detector cooling 
channels

• Horizontal placement of modules and service hybrids

• 90deg wedges replaced with the Dees installed on 
the CE’s thermal screen

• PP0 behind the disks

• Increased space between the disks (due to thicker 
service hybrids)

• Implementation of longer service hybrids to cover the 
empty spaces at the detector rim

• Detailed layout of cables, fibers and cooling in ETL 
3D model

New mechanical 
structure

D = 2.6 m

Endcap timing layer

https://arxiv.org/abs/1704.08666
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Ingredients to time resolution in silicon sensors
• Measuring time of arrival: look for signal to cross threshold.

• Main contributions to resolution:
- Jitter — the impact of noise

7

 4-Dimensional Tracking with Ultra-Fast Silicon Detectors  
 
 
 
 
 
 
 

18 
 
 
 
 
 
 
 

 

3.3 Jitter 
The jitter term represents the time uncertainty caused by the 
early or late firing of the comparator due to the presence of 
noise on the signal itself or in the electronics. It is directly 
proportional to the noise N of the system and it is inversely 
proportional to the slope of the signal around the value of the 
comparator threshold, Figure 13. Assuming a constant slope, as 
in Section 3.1.1, we can write dV/dt = S/trise and therefore: 
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This apparently simple equation contains the core of the electronic design optimization which is a 
balance between competing effects: large slew rates require wide bandwidth, which in turn increases 
the noise while the quest for low noise calls for smaller slew rates. An outline on the characteristics of 
the front-end amplifiers and the trade-off between noise and slew rate is presented in section 6.1 

3.4 The “t0” problem 
In systems where the weighting field is not constant over the sensor volume there is an additional 
source of time uncertainties: before the particle signal can become visible, the charge carriers have to 
drift from the impact point to the region of high weighting field. This effect is shown schematically in 
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Figure 14 A non-uniform weighting field causes an additional source of time uncertainties due to the drift time 
from the impact point to the region of high weighting field. 

 

Figure 13 Effect of noise on the crossing of 
the threshold value Vth Maximize signal: add internal gain

Minimize risetime: THIN sensors (50 μm)
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Ingredients to time resolution in silicon sensors
• Measuring time of arrival: look for signal to cross threshold.

• Main contributions to resolution:
- Jitter — the impact of noise
- Signal variations — fluctuations in deposited charge
• "Time walk": variation in TOTAL charge (Q)
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3.1.1 Time walk 

The term Time Walk indicates the unavoidable effect that larger signals cross a given threshold earlier 
than smaller ones, Figure 10 left pane. Let’s assume for simplicity a linear signal, with amplitude S and 
rise time tr. This signal crosses the threshold Vth with a delay td, Figure 10 right pane. Using the 

geometrical relationship td/trise = Vth/S, the moment when the particle crosses the threshold can be 

written as: !! = ! !!"#$!!!! .  Time Walk is then defined as the rms of td:  
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!/!!"#$

]!"# ∝ ! [
!
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where we used S/trise = dV/dt, and the fact that the threshold is often expressed as a multiple of the 
system noise N. Time walk is therefore minimized by systems with low noise and high slew rate. Time 
walk mitigation techniques in the readout electronic are analyzed in Section 6.4. 

 

Figure 10 Left side: Signals of different amplitude cross a fix threshold at different times, generating a delay td on the 
on the firing of the discriminator that depends upon the signal amplitude. Right side: a linear signal, with amplitude S 
and rise time tr crosses the threshold Vth with a delay td.  
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Figure 9 Simulation of the energy deposition by an impinging MIP in a silicon detector and the corresponding current signals. 
Figure taken with permission from [10].  

 

Time walk on threshold crossing:

Easily corrected with measurement of total.
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Ingredients to time resolution in silicon sensors
• Measuring time of arrival: look for signal to cross threshold.

• Main contributions to resolution:
- Jitter — the impact of noise
- Signal variations — fluctuations in deposited charge
• "Time walk": variation in TOTAL charge (Q)
• "Landau": variations in profile (Q vs depth)
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Figure 9 Simulation of the energy deposition by an impinging MIP in a silicon detector and the corresponding current signals. 
Figure taken with permission from [10].  
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system noise N. Time walk is therefore minimized by systems with low noise and high slew rate. Time 
walk mitigation techniques in the readout electronic are analyzed in Section 6.4. 

 

Figure 10 Left side: Signals of different amplitude cross a fix threshold at different times, generating a delay td on the 
on the firing of the discriminator that depends upon the signal amplitude. Right side: a linear signal, with amplitude S 
and rise time tr crosses the threshold Vth with a delay td.  
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Figure 9 Simulation of the energy deposition by an impinging MIP in a silicon detector and the corresponding current signals. 
Figure taken with permission from [10].  
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Preamble: simulator Weightfield2
Available at:
http://personalpages.to.infn.it/~cartigli/Weightfield2/Main.html

It requires Root build from source, it is for Linux and Mac.
It will not replace TCAD, but it helps in understanding the sensors response

Variations in LGAD pulses (Sim.)

Ionization variations

Minimize Landau → go thin
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Sensor time resolution

10

from previous HPK productions were also included, but after pre-testing the 35 and 50 µm variants were126

not operable in the beam. Finally, sensors featuring a variety of treatments aimed at preventing mortality127

were studied. The treatments included the complete encapsulation of sensors with wirebond encapsulant128

to preclude the possibility of sparking originating outside the sensor, a reduction in the high-voltage filter129

capacitors on the UCSC board, and the insertion of a 10M⌦ resistor in the bias voltage line. The full set of130

sensors included in the controlled death study are listed in Table.131

The survival phase of the campaign aimed to demonstrate that sensors operated with bias voltage less132

than 600V would not be susceptible to the mortality mechanism. For this purpose, the primary focus was on133

HPK2 sensors from split 4 at a fluence of 8⇥ 1014 neq/cm2, which have a target operating voltage between134

525 and 575 V. HPK2 sensors at a fluence of 1.5⇥ 1015 neq/cm2 were also included in this phase, but with135

voltage kept lower than this limit. Additionally, sensors from FBK were included in this phase. The full set136

of sensors included in the survival study are shown in Table.137

All HPK2 LGADs used were arrays of four pads in a 2x2 arrangement. All sensors were fully metalized,138

except for the HPK 50D sensor from an earlier production.139

Sensor label
Fluence
neq/cm2

Operating
voltage [V]

Fatal
voltage [V]

Nprotons Crater location

HPK2 split 2 encap 1.5⇥ 1015 675 625 ? In wirebond opening
HPK2 split 3 1.5⇥ 1015 700 650 ? In bump bond opening
HPK2 split 4 encap 1.5⇥ 1015 725 675 ? Pad bulk
HPK2 split 4 1.5⇥ 1015 725 650 ? Near bump bond opening
HPK2 split 2 1.5⇥ 1015 675 650 ? Pad bulk
HPK2 split 3 1.5⇥ 1015 700 625 ? Near interpad
HPK2 split 4 1.5⇥ 1015 725 650 ? Near optical window
HPK2 split 1 2.5⇥ 1015 > 750 625 ? Pad bulk
HPK2 split 2 2.5⇥ 1015 > 750 675 ? Near bump bond opening
HPK2 split 3 2.5⇥ 1015 > 750 625 ? Near edge
HPK2 split 4 2.5⇥ 1015 > 750 625 ? Near interpad
HPK2 PiN 1.5⇥ 1015 700 625 ? Near edge
HPK2 PiN 1.5⇥ 1015 700 700 ? Near bump bond opening
HPK2 PiN 0.1 MGy 700 675 ? Near bump bond opening
HPK2 split 3 NC 1.5⇥ 1015 700 700 ? Not visible
HPK2 split 4 NC 1.5⇥ 1015 725 700 ? Not visible
HPK2 split 2 NC10M 1.5⇥ 1015 675 670 ? Not visible
HPK1 type 3.1 1.5⇥ 1015 750 700 ? Pad bulk
HPK 50D 1.5⇥ 1015 > 750 675 ? Near edge

Table 1: convert this to basic sensor information pre-death

3.1. HPK2 performance after irradiation140

�2
t = �2

timewalk + �2
Landau + �2

jitter (1)

�2
t = �2

Landau + �2
jitter + �2

TDC + �2
clock (2)

�jitter =
trise
S/N

=
N

dV/dt

(3)141

4

correct to < 5 ps

Depends on thickness:
30 ps for 50 μm

Depends on gain, thickness, noise:
~ 10 ps
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Full detector resolution

11

from previous HPK productions were also included, but after pre-testing the 35 and 50 µm variants were126

not operable in the beam. Finally, sensors featuring a variety of treatments aimed at preventing mortality127

were studied. The treatments included the complete encapsulation of sensors with wirebond encapsulant128

to preclude the possibility of sparking originating outside the sensor, a reduction in the high-voltage filter129

capacitors on the UCSC board, and the insertion of a 10M⌦ resistor in the bias voltage line. The full set of130

sensors included in the controlled death study are listed in Table.131

The survival phase of the campaign aimed to demonstrate that sensors operated with bias voltage less132

than 600V would not be susceptible to the mortality mechanism. For this purpose, the primary focus was on133

HPK2 sensors from split 4 at a fluence of 8⇥ 1014 neq/cm2, which have a target operating voltage between134

525 and 575 V. HPK2 sensors at a fluence of 1.5⇥ 1015 neq/cm2 were also included in this phase, but with135

voltage kept lower than this limit. Additionally, sensors from FBK were included in this phase. The full set136

of sensors included in the survival study are shown in Table.137

All HPK2 LGADs used were arrays of four pads in a 2x2 arrangement. All sensors were fully metalized,138

except for the HPK 50D sensor from an earlier production.139

Sensor label
Fluence
neq/cm2

Operating
voltage [V]

Fatal
voltage [V]

Nprotons Crater location

HPK2 split 2 encap 1.5⇥ 1015 675 625 ? In wirebond opening
HPK2 split 3 1.5⇥ 1015 700 650 ? In bump bond opening
HPK2 split 4 encap 1.5⇥ 1015 725 675 ? Pad bulk
HPK2 split 4 1.5⇥ 1015 725 650 ? Near bump bond opening
HPK2 split 2 1.5⇥ 1015 675 650 ? Pad bulk
HPK2 split 3 1.5⇥ 1015 700 625 ? Near interpad
HPK2 split 4 1.5⇥ 1015 725 650 ? Near optical window
HPK2 split 1 2.5⇥ 1015 > 750 625 ? Pad bulk
HPK2 split 2 2.5⇥ 1015 > 750 675 ? Near bump bond opening
HPK2 split 3 2.5⇥ 1015 > 750 625 ? Near edge
HPK2 split 4 2.5⇥ 1015 > 750 625 ? Near interpad
HPK2 PiN 1.5⇥ 1015 700 625 ? Near edge
HPK2 PiN 1.5⇥ 1015 700 700 ? Near bump bond opening
HPK2 PiN 0.1 MGy 700 675 ? Near bump bond opening
HPK2 split 3 NC 1.5⇥ 1015 700 700 ? Not visible
HPK2 split 4 NC 1.5⇥ 1015 725 700 ? Not visible
HPK2 split 2 NC10M 1.5⇥ 1015 675 670 ? Not visible
HPK1 type 3.1 1.5⇥ 1015 750 700 ? Pad bulk
HPK 50D 1.5⇥ 1015 > 750 675 ? Near edge

Table 1: convert this to basic sensor information pre-death

3.1. HPK2 performance after irradiation140

�2
t = �2

timewalk + �2
Landau + �2

jitter (1)

�2
t = �2

Landau + �2
jitter + �2

TDC + �2
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30 ps 10 ps 10 ps 10 ps 

Sensor Electronics

Full ETL system: possible to achieve ~35 ps resolution per hit! 

Good references: 
Cartiglia, Hadrozinski, Seiden: arxiv:1704.08666
W. Riegler and G. Aglieri Rinella 2017 JINST 12 P11017 
 

https://arxiv.org/abs/1704.08666
https://arxiv.org/abs/1706.04883
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LGADs for ETL

12

N. Koss January 30th 2020, Timing Days 7

• Outer radius: 1270mm Æ 1190mm

• Inner radius coupled to inner support tube

• Design of the cooling manifolds at the periphery of 
the disks 

• Vertical orientation of the on-detector cooling 
channels

• Horizontal placement of modules and service hybrids

• 90deg wedges replaced with the Dees installed on 
the CE’s thermal screen

• PP0 behind the disks

• Increased space between the disks (due to thicker 
service hybrids)

• Implementation of longer service hybrids to cover the 
empty spaces at the detector rim

• Detailed layout of cables, fibers and cooling in ETL 
3D model

New mechanical 
structure

D = 2.6 m

What does it take to scale from 1 mm2 to 14 m2 ?

Endcap timing layer, 2.6 mHPK LGAD prototype, 1.3 mm pad
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How do we study LGADs?
• Best playground for collider detector: test beam

13

Fermilab Test Beam Facility

• 120 GeV proton beam as proxy for particles in CMS
• Key LGAD questions: uniformity in large sensors; radiation hardness (up to 1.5x1015 neq /cm2)

Telescope by L. Uplegger et al. (UniMi alum)
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Test beam characterization facility
• For each proton, measure:
- Arrival time, with fast MCP-PMT
- Impact position, with tracking telescope
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Sensors’ description
IHEP 2x2
A total of three sensors were tested, each die is composed of four sensors of 4 

pads each.

For each configuration we measured one of the four sensors (i.e. 4 pads) using 
Fermilab’s 16 channels board.

8

W1 I W1 III W7 I (carbon)
2x2 LGAD array

R. Heller, A. Abreu, A. Apresyan et al. Nuclear Inst. and Methods in Physics Research, A 1018 (2021) 165828

Fig. 12. Measurement of the inter-pad gap in three different sensors. Top left: nominal gap 30 �m; measured 76 ± 5 �m. Top right: nominal gap 50 �m; measured 91 ± 5 �m.
Bottom: nominal gap 70 �m; measured 105 ± 5 �m.

Fig. 13. Waveforms from the LGAD and MCP-PMT in a representative event, sampled
at 20 GS/s. The MCP-PMT waveform is scaled vertically by a factor of 5 for better
visibility. The LGAD waveform shown is from the sensor with 1 ù 3mm

2 pads, at wafer
position P2 with a nominal inter-pad gap of 50 �m (see Table 1). The collected charge
observed in this event is 21.7 fC, very close to the most probable value for this sensor
(see distributions in Fig. 14).

beta setup and builds confidence that even small differences observed
between sensors are meaningful.

5.3. Beta source results

The results of the beta measurement campaign are shown in
Figs. 17 to 20. Figs. 17 and 18 show the charge collection as a function
of bias voltage for the sensors of pad size 1 ù 3mm

2 and 1.3 ù 1.3mm
2.

Variation in the gain layer concentration between sensors results in
a translation of these curves along the bias voltage axis, with the
key figure of merit being the bias voltage to reach a certain charge
threshold. Among the 1 ù 3mm

2 sensors, there is a correlation with
the turn-on of the charge curve and the position of the sensor on the
wafer. Sensors near the center of the wafer (P1–P2) require a bias
voltage approximately 10V larger to reach the same gain as sensors
towards the edge of the wafer (P3–P5). The wafer positions of the
1.3 ù 1.3mm

2 sensors were not preserved, but a similar scale of variation
in bias voltage of 10–15V is observed to reach a given gain value. These
differences represent slight variation in the concentration of the gain
implant.

Fig. 19 shows the risetime and time resolution for each LGAD as
a function of the collected charge at each bias point. There are two
groups observed in the risetime distribution, corresponding to pads
with 1.3 ù 1.3mm

2 and 1 ù 3mm
2 areas. The 1.3 ù 1.3mm

2 pads reach
460 ps and 1 ù 3mm

2 pads reach 500 ps risetimes. This difference is
expected due to the different capacitances introduced by each pad
size. The faster risetime yields improves the time resolution at low
charge, but when operated at high gain, both pad sizes converge to an
asymptotic time resolution of 25–30ps. Within each of the two sensor
populations, the relationship between collected charge and either rise-
time or time resolution is common to all sensors. The small differences
in operating voltage, visible in Figs. 17 and 18, have limited impact
on timing performance at any given charge. There is a small effect
from the difference in operating voltage: sensors with a larger operating
voltage have risetime that is about 10 ps faster than sensors with a
lower operating voltage. This can be seen by comparing the P2 (orange)
sensors against the P4 (green) sensors in Figs. 17 and 19 (left). This
stems from the fact that electron drift velocity is not yet saturated

9

LGAD signal
Time reference (10 ps)

R. Heller, A. Abreu, A. Apresyan et al. Nuclear Inst. and Methods in Physics Research, A 1018 (2021) 165828

Fig. 4. A schematic diagram of the test beam setup and FTBF telescope geometry (top). A photo of the experimental setup and the telescope tracker at FTBF.

Fig. 8 shows a map of typical signal amplitudes observed across
the surface of the sensor. The most probable amplitudes are extracted
from a fit to the amplitude distribution using a Landau distribution
convolved with a Gaussian distribution. The response is highly uniform,
with pad-to-pad variations up to 10%, consistent with the variations in
gain between different amplifiers on the readout board.

Fig. 9 shows a map of time resolution across the sensor. The time
resolution is extracted as the width of a gaussian fit to the distribution
of time difference between the LGAD and MCP-PMT timestamps for
all events with a high-quality track at a given position on the sensor.
The timestamps for each event are calculated by applying a 20% (40%
for MCP-PMT) constant fraction discriminator to a linear fit on the
rising edge of each waveform between 10% and 90% of the maximum
amplitude. The time resolution is observed to be uniform for all of the
active areas of the pads. Some bins are left empty due to insufficient
event counts for performing a reliable fit to the distribution of time
difference.

On the 16-channel FNAL board, the time resolution at high bias
voltage reaches 40 ps, as shown in Fig. 9. However, the same sensor
on the lower noise UCSC board reaches a resolution of 30 ps. This
difference is due to slightly higher noise on the 16-channel board.
Considering both measurements, we conclude that the intrinsic sensor
resolution is 30 ps uniformly across the surface.

The map of the measured signal arrival times is shown in Fig. 10.
Due to variation in path length of the channels on the 16-channel
board, there are different time offsets for each pad. It was observed
in a previous HPK sensor production [6] that a slight time offset exists
within a single pad around the metalized bonding tab, shown in Fig. 2.
To measure the same feature in the HPK 3.1 sensor production, we
corrected the path-length offsets in each channel, and geometrically
overlaid the signal arrival time measurements to visually enhance the

feature around the bonding tab in Fig. 11. After this alignment, it
is clear that the signals arising from protons passing underneath the
metalized tab arrive approximately 20 ps earlier than other signals. The
underlying cause for this feature is not entirely understood, but since
the CMS and ATLAS timing detectors will use fully-metalized sensors,
the time difference between metalized and non-metalized regions will
not be relevant. Nonetheless, it is an interesting feature to monitor in
future studies of sensors with limited surface metalization.

The studies shown above demonstrate for the first time the opera-
tion of a large area, multi-pad LGAD sensor exposed to a particle beam.
We observe a high degree of uniformity of signal amplitude and time
resolution across the sensor surface and reliable operation over a period
of several days.

Additionally, several similar sensors were studied with a variation
in inter-pad gap width. Fig. 12 shows 1D projections of the hit effi-
ciency in the immediate vicinity of the inter-pad gaps. Each efficiency
distribution is fit to a function which is a convolution of a step function
representing the true efficiency, and a gaussian representing smearing
from the tracker spatial resolution. The inter-pad gap is then defined as
the distance between positions of 50% efficiency on each fit function.
The resulting inter-pad gaps are found to be consistent with the values
obtained from laser TCT measurements performed previously [15]. This
demonstrates that inter-pad gaps measured using the benchtop laser are
consistent with the inter-pad gaps measured with signals induced by
particles as well. It is an important conclusion, as the benchtop mea-
surements are generally easier to perform and have higher precision
than can be achieved with the test beam.

5. Beta source characterization campaign

The beta source setup allows for much higher volume testing than
is possible at the test beam. In this campaign, 22 HPK 3.1 sensors (as

5

Record waveforms with oscilloscope / digitizer Measure proton trajectory with tracker

Beamline instruments



Ryan Heller11/15/22

The team at work!

15
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Key questions for LGADs
• Uniformity—
- Large areas of detector (≥ 4x4 cm2) constrained to same bias voltage
- If gain implant is not uniform—can't operate successfully.
• Early on, noticed sensors with rather severe gradients:

16

• Critical need to improve gain uniformity!

FBK array, 2x2 mm2 padsMap of signal amplitude (2019)
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Hot spot: 50% higher gain
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Demonstrating uniformity
• Over time, iterated with foundries to improve uniformity
• In parallel, developed strategy to verify uniformity with simple probe tests
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(Improved tracking—now resolve interpad gaps)

Latest sensor production: good uniformity

Ti
m

e 
re

so
lu

tio
n 

[p
s]

10

15

20

25

30

35

40

45

50

x [mm]
3− 2− 1− 0 1 2 3 4 5

y 
[m

m
]

6−

5−

4−

3−

2−

1−

0

1

2
Phase-2 Preliminary CMS FNAL 120 GeV proton beam



Ryan Heller11/15/22

Demonstrating uniformity
• Over time, iterated with foundries to improve uniformity
• In parallel, developed strategy to verify uniformity with simple probe tests
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R. Heller, A. Abreu, A. Apresyan et al. Nuclear Inst. and Methods in Physics Research, A 1018 (2021) 165828

Fig. 20. Capacitance–voltage curve for the 22 sensors, measured with probe station (left). Correlation of the CV transition voltage of each sensor with the bias voltage to collect
20 fC (right).

crosses a particular threshold: 75 pF (52 pF) for 1 ù 3mm
2 (1.3 ù 1.3mm

2)
pad sensors. These capacitance thresholds correspond to roughly the
midpoint of the steeply falling portions of each curve.

We study the relationship between the CV transition voltage and
the operating voltage of each sensor. As was observed in Section 5.3, a
collected charge of 20 fC ensures 30 ps or better time resolution for
the sensors produced. The operating voltage is taken to be the bias
voltage at which the MPV of the collected charge reaches 20 fC. In
Fig. 20 (right) we show the CV transition voltage versus the operating
voltage for each of the sensors studied, where we observe a near linear
relationship with few outliers. Therefore, it is possible to predict the
operating voltage to within a few volts based on the measured CV
transition voltage. This ability will be a crucial tool for designing the
bias voltage distribution scheme and performing sensor quality control
during the production of the ATLAS and CMS timing detectors.

For reliable operation of a large sensor, the pad with the smallest
gain must reach the desired operating gain at a bias voltage less than
the breakdown voltage of the pad with the largest gain. For the HPK
type 3.1 batch, the difference between the operational bias voltage
and the breakdown voltage is approximately 20V as seen in Fig. 17.
Furthermore, based on Fig. 20, all pads can reach the desired gain
within a 20V interval as long as the variation in the CV transition
voltage is within approximately 1% (the full range in the y-axis).

Probe station measurements have been previously reported over the
scale of entire wafers that were part of this LGAD production [18].
The variation in the gain layer depletion voltage has been observed
to be on the order of a few percent on distance scales across an entire
wafer. However, in regions limited to the size of a single sensor for CMS
and ATLAS (about 2 ù 4 cm

2), the variation is limited to roughly 1%.
The results presented here shows that this magnitude of gain variation
would allow all pads on a full sized sensor to be operated with better
than 30 ps resolution even when constrained to a single bias voltage.
We conclude that the gain layer uniformity achieved in HPK type
3.1 production batch would be sufficient to provide working full-sized
sensors for CMS and ATLAS.

6. Conclusion

We report comprehensive studies of HPK type 3.1 LGAD proto-
types for the CMS and ATLAS timing detectors, including testbeam,
beta source, and probe station measurements. Through careful design
of each measurement campaign, we have been able to correlate the
results from each measurement significantly expand the value of each
technique. By comparing to testbeam measurements, we successfully

validated the accuracy of the beta source measurements, which enables
us to survey a much larger volume of sensors. Careful subsequent
comparisons with probe station measurements allowed us to translate
the impact of subtle variations in the gain layer doping concentration to
quantitative variations in operating voltage. Ultimately this collection
of measurements yields the possibility for detailed assessment of LGAD
productions relying only on simple probe station measurements.

The uniformity observed in the HPK 3.1 LGAD production is suf-
ficient to produce working, full-sized sensors for CMS and ATLAS.
Sensors from this production achieve 30 ps resolution when operated in
a 20V bias voltage interval that provides a collected charge of at least
20 fC. Probe station measurements across wafers from this production
indicate adequate gain uniformity such that regions separated by 2 cm

to 4 cm have compatible operating bias voltages. This conclusion ad-
dresses one of the two critical questions facing the sensors for these
timing detectors. The remaining question is to demonstrate that the
LGAD sensors have sufficient radiation tolerance to survive until the
end of the life of the HL-LHC, or a fluence up to 1.5 ù 10

15
neq_cm

2

for the inner radius of CMS. The thoroughly characterized HPK 3.1
LGAD sensors documented in this paper provide an excellent sample
for robust measurements of the radiation hardness with high statistics.
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Latest sensor production: good uniformity Correlate probe measurements (passive) 
with gain (active)

22 sensors 

• Uniformity issue resolved, and procedure 
established for production QA/QC.
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LGAD radiation hardness
• Gain implant de-activates with irradiation at LHC
• Emulate by exposure at nuclear reactor (up to 1.5 x 1015 neq / cm2)
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new

half lifetime

end of life

Hamamatsu LGAD prototypes (beta source)

TRIGA reactor at JSI, Ljubljana, Slovenia
• Compensate by increasing bias.
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LGAD radiation hardness
• Market survey underway—studying prototypes from several vendors.  
• Co-implantation of carbon yields significantly improved radiation hardness 
- FBK and IHEP-IME

21

• Best designs keep 30—40 ps resolution at end of life, with bias < 550 V
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LGAD mortality
• Anecdotally, noticed death of highly irradiated LGADs at test beams, at very high field.
- Historically, not clear if caused by environmental/mishandling issue, or intrinsic sensor failure.

• Several test beam campaigns dedicated to study of LGAD mortality
- Controlled death (30 sensors) → understand death mechanism
- Survival demonstration (20 sensors) → prove safe mitigation

22

Photo credit: CNM, Barcelona
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Controlled death studies with test beam

23

Beam profile

x [mm] x [mm]

y 
[m

m
]

Single pad hit efficiency

Most sensors in 2x2 geometry
Most from Hamamatsu
pre-irradiated 8e14-2.5e15 neq

• Measure beam profile with tracker.
• Align each sensor with beam based on single-ch readout.
• Carefully increase bias voltage
- ~3k protons on sensor per minute. Raise bias 25V after 100-200k protons.
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Example burnout event
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amp[0]>15.0:y_dut[9]:(-x_dut[9]) {ntracks==1&&nplanes>10&&npix>0&&fabs(xResidBack)<500&&fabs(yResidBack)<500}

Hamamatsu 1.5e15 neq/cm2

Efficiency map, lower right pad.

• When death occurs, first observe short on bias 
supply

• Then, find LGAD waveform indicating moment of 
death

• Compare track position in fatal event with crater 
location.
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Example burnout event

25

  1.518  1.518

Burnout is decisively caused by proton!

Hamamatsu 1.5e15 neq/cm2
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Burnout in PIN diode—no gain.
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Even diodes die the same way→ gain is not needed.

Gamma-irradiated HPK PIN diode (50 micron)
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Conclusions from initial burnout studies
• All 50 micron sensors susceptible to death at bias ≥ 600 V
-  Gain, fluence not relevant for death mechanism.
-  Susceptibility depends on voltage & thickness ONLY

• Suspected mechanism, “Single Event Burnout” (SEB) 
- Rare, extremely high ionization events with energy deposit > 50-100 MeV
- Excess charge produces narrow conductive path across diode at extreme field: burnout 

due to high current density.

• Hint towards mitigation strategy: safe below ~ 11–12 V / micron.

27
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Survival demonstration
• Initial survival demonstration: 

~109 protons, no deaths.

• But, CMS flux is 1012-13 charged 
particles / year / sensor... 
- No guarantee of safety!

• For realistic flux, need to use 
ultra high-rate facility upstream.
- 109 protons on target per minute, 

rather than 105

28

High-rate area

Test beam facility

120 GeV protons
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New setup at high-rate area
• Built entirely new setup to support 20 LGADs in high-rate beam
• Hazardous environment..
- High radiation, frequent SEUs, oxygen deficiency hazard, many barriers to entry

29

LGAD cold box

Electronics rack, shielded

Chiller
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Measuring beam intensity
• No tracker or beam monitor: use LGADs themselves to measure delivered intensity! 
• Within 10 millisecond acquisition, count signals in 8 channels.

30

Single protons in 19 ns buckets 1.6 μs “batches”, repeated every 11.2 μs Intensity variation on ms scale

• Study occupancy across 5x5 sensor: enable alignment to beam.
• Final occupancy: 200M protons / sensor / minute
- x2000 larger flux per sensor than max achieved in regular test beam (slightly less than expectation)
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Aligning to beam

31

• Study occupancy across sensor w/ 8-ch
• Follow gradient to align sensor

• With best alignment, occupancy in edge pads is 80-90% of center (wide beam)
• Final sensor occupancy: 200M protons / sensor / spill
- x2000 larger flux per sensor than max achieved in regular test beam (slightly less than expectation)
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Aligning to beam

32

• Study occupancy across sensor w/ 8-ch
• Follow gradient to align sensor

• With best alignment, occupancy in edge pads is 80-90% of center (wide beam)
• Final sensor occupancy: 200M protons / sensor / spill
- x2000 larger flux per sensor than max achieved in regular test beam (slightly less than expectation)
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Safe exposures demonstrated:

Exposure summary
• Demonstrated safe operation 

with flux comparable to 1 year 
in CMS, with 3 proposed 
thicknesses / vendors!

• Best designed sensors operate 
happily at safe voltage through 
full life.

• No longer considered risk to the 
project!

33

ETL inner radius 1 year flux, 
1 sensor

December 2021

Unsafe voltageSafe voltage

Unprobed intensity



Ryan Heller11/15/22

Assembling a realistic detector
• Real detector: 16x16 sensors, bump-bonded to custom readout chip “ETROC”

34

Full size sensor ETROC
(Endcap Timing ReadOut Chip)

early prototype full design

Full module

• Major focus on validation with realistic components and operation modes—
- Performance with ETROC, ETL service hybrids, and DAQ system
- Cooling & mechanical constraints with modules, services routing, mechanical structures

LGAD

ETROC

Module PCB

Baseplate
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ETROC testing
• ETROC chip: provide ToA and ToT for every hit.
• Early prototypes ETROC0 and ETROC1 studied extensively at beam test
• Achieve 42 ps resolution for LGAD + ETROC1 — within specifications!

35

• Next generation ETROC2 submitted Oct. 2022!
- 4x4 → 16x16 channels (full size)
- CMS-compatible digital interface

Study pairwise combinations to extract single-channel resolutions:
σ1/2/3 = 42.0 / 42.7/ 41.3 ps

3 detectors aligned in test beam
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Endcap Timing Layer
• Attach modules to service hybrids; assemble into disks
• Two layers per endcap → about 1.6 hits per track.
- 45-50 ps per hit → 30-35 ps per track

N. Koss January 30th 2020, Timing Days 7

• Outer radius: 1270mm Æ 1190mm

• Inner radius coupled to inner support tube

• Design of the cooling manifolds at the periphery of 
the disks 

• Vertical orientation of the on-detector cooling 
channels

• Horizontal placement of modules and service hybrids

• 90deg wedges replaced with the Dees installed on 
the CE’s thermal screen

• PP0 behind the disks

• Increased space between the disks (due to thicker 
service hybrids)

• Implementation of longer service hybrids to cover the 
empty spaces at the detector rim

• Detailed layout of cables, fibers and cooling in ETL 
3D model

New mechanical 
structure

Position on CMS endcap

D = 2.6 m

Each endcap:
• Total thickness  ~ 10 cm
• 16k sensors, 4M channels
• 25-35 kW power consumption
• Operating temp: -25 C!

ETL Overview

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces2

Sensor modules mounted on both sides of two disks with embedded cooling loops in 
an independent cold volume.  Provides two measurements for most tracks.

One ETL END comprises four DEEs.

N. Koss January 30th 2020, Timing Days 4

ETL

CE

CMS Phase II Endcap
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Mechanical prototyping

37

• Established a test stand at CERN for cooling prototyping.
– Single (longest) loop, expected max heat load 650W.

ETL cooling prototyping

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces5

Test bench

03/10/2022 N. Koss 2

inlet

outlet

Pressure and temperature before capillary

PT and TT after capillary 
(evaporator loop inlet)

PT and TT at the 
evaporator outlet

3 module stack

power board

Disc small section

03/10/2022 N. Koss 3

Scope of the test:

• Pressure drop measurements across capillary 
and evaporator loop;

• Temperature gradient measurements across 
capillary and evaporator loop;

• Spot temperature measurements at both faces 
of the plate along the cooling loop;

• Tests performed at various power loads, flows 
and plate orientations for the loop with the 
highest power density.

Objective:

• Evaluate whether 42% vapour quality gives 
enough margin to the dryout;

• Evaluate impact of various operation scenarios;

• Decide on the ETL cooling plant size.

Power representation of 3 full-size modules

Power representation of the short service hybrid

Temperature readout on the inlet and outlet

ETL Inner Support Tube Prototyping

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces3

Flange prototyping

7/7/2022 N. Koss 88

• Prototype of the ETL support flange 
made of glass fibre built and 
shipped to MIT;

• Performed load tests verified the FEA 
simulations. The strain values at 
maximum load (1150kg) were close 
to theoretical values;

• Next steps will be to test thermally 
the flange at CERN.

Test bench

Strain gauges

Simulations

Attachment of ETL discs to 
the support structure

Flange prototyping

7/7/2022 N. Koss 88

• Prototype of the ETL support flange 
made of glass fibre built and 
shipped to MIT;

• Performed load tests verified the FEA 
simulations. The strain values at 
maximum load (1150kg) were close 
to theoretical values;

• Next steps will be to test thermally 
the flange at CERN.

Test bench

Strain gauges

Simulations

Attachment of ETL discs to 
the support structure

Flange testing Cylinder Flange

Model of the flange prototype

• 2 options for detector inner support 
were being investigated:

• Cylinder attached directly to the 
polyethylene

• Flange bolted to the metallic support of 
the moderator

• Proposal with the flange facilitates 
detector installation and grounding.

• To prevent icing and condensation 
heating foils will be attached to the 
flange.

• Decision on grounding still has to be 
made in order to finalize the interfaces 
with HgCal.

Prototype fiberglass flange tested at MIT.
Load tests verify FEA simulation.
Remaining: thermal tests, grounding.

ETL Inner Support Tube Prototyping

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces3

Flange prototyping

7/7/2022 N. Koss 88

• Prototype of the ETL support flange 
made of glass fibre built and 
shipped to MIT;

• Performed load tests verified the FEA 
simulations. The strain values at 
maximum load (1150kg) were close 
to theoretical values;

• Next steps will be to test thermally 
the flange at CERN.

Test bench

Strain gauges

Simulations

Attachment of ETL discs to 
the support structure

Flange prototyping

7/7/2022 N. Koss 88

• Prototype of the ETL support flange 
made of glass fibre built and 
shipped to MIT;

• Performed load tests verified the FEA 
simulations. The strain values at 
maximum load (1150kg) were close 
to theoretical values;

• Next steps will be to test thermally 
the flange at CERN.

Test bench

Strain gauges

Simulations

Attachment of ETL discs to 
the support structure

Flange testing Cylinder Flange

Model of the flange prototype

• 2 options for detector inner support 
were being investigated:

• Cylinder attached directly to the 
polyethylene

• Flange bolted to the metallic support of 
the moderator

• Proposal with the flange facilitates 
detector installation and grounding.

• To prevent icing and condensation 
heating foils will be attached to the 
flange.

• Decision on grounding still has to be 
made in order to finalize the interfaces 
with HgCal.

Prototype fiberglass flange tested at MIT.
Load tests verify FEA simulation.
Remaining: thermal tests, grounding.

• Intensive activity to verify mechanical & thermal performance!
Strain testing of support tube 

CO2 cooling test w/ service hybrid 

Service routing with full-length stavePrototyping on-detector service routing

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces11 11

White bracket 
adds ~ 0.6mm

Prototyping on-detector service routing

10/28/22 F. Golf | ETL Mechanics, Assembly, and Interfaces11 11

White bracket 
adds ~ 0.6mm
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CMS MTD

38

• CMS MTD on track to be first-of-its kind 
timing detector

• Established mature understanding of 
LGAD sensors

• Focus now within ETL on validation of 
full system, and transition towards 
procurements and production.
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Timing for future colliders
• Future collider experiments: pileup only more severe
- 1000s of simultaneous collisions: too dense for trackfinding
• Precision timing in each tracking layer vastly simplifies pattern recognition
• Major effort towards "4D tracking" (e.g. 10 ps & 10 micron)
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4D tracking: Timing at each point

èMassive simplification of patter recognition, new tracking 
algorithms  will be faster even in very dense environments
èUse only “time compatible points”

Timing

Z- Vertex distributionprotons protons

diagram from N. Cartiglia

HL-LHC: pileup ~ 200 

Future collider: >1000 pileup, 100 TeV 

Snowmass 4D tracking whitepaper arXiv:2203.13900

Overlapping hits in 3D Resolved in 4D

https://arxiv.org/abs/2203.13900
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4D tracking with LGADs
• LGADs— not trivial to miniaturize from millimeter to micron scale
- Gain layer termination requires ≥ 50 micron dead space between channels
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Sensors’ description
IHEP 2x2
A total of three sensors were tested, each die is composed of four sensors of 4 

pads each.

For each configuration we measured one of the four sensors (i.e. 4 pads) using 
Fermilab’s 16 channels board.

8

W1 I W1 III W7 I (carbon)
2x2 IHEP-IME array

3.2. Silicon sensors 101

Figure 3.5: A cross-section diagrams comparing a standard Silicon detector and an Ultra-Fast
Silicon Detector. UFSDs have an additional p implant providing the larger electric field needed
for charge multiplication.

each pad has an extension of at least 1 mm in each direction, while the thickness is2616

about 50 µm, yielding an almost perfect parallel plate configuration. Distortion due2617

to non saturated drift velocity is minimized by operating the sensor at a bias voltage2618

where the carriers’ velocity is saturated.2619

• sTDC: the effect of the TDC binning is discussed in Sec. 3.3.5.2620

3.2 Silicon sensors2621

3.2.1 Design and specifications2622

The design requirements for a hermetic MIP precision timing detector in the CMS endcap re-2623

gion present a number of challenges. What is needed is a uniform and efficient device capable2624

of operating with sufficient radiation resistance to maintain performance throughout the life-2625

time of the HL-LHC. To meet these needs the ETL will be instrumented with Ultra-Fast Silicon2626

Detector (UFSD), planar silicon devices based on the LGAD technology [21, 22].2627

UFSDs are planar silicon sensors incorporating a low, controlled, gain in the signal formation2628

mechanism, see Figure 3.5. Charge multiplication in silicon sensors happens when the charge2629

carriers are in electric fields of the order of E ⇠ 300 kV/cm. Under this condition the electrons2630

(and to less extent the holes) acquire sufficient kinetic energy to generate additional e/h pairs.2631

A field value of 300 kV/cm can be obtained by implanting an appropriate charge density that2632

locally generates very high fields (ND ⇠ 1016/cm3). The gain has an exponential dependence2633

on the electric field N(l) = Noea(E)l , where a(E) is a strong function of the electric field and l2634

is the path length inside the high field region. The gain layer is realized through the addition2635

of a p-type implant and, to avoid breakdown, its lateral spread is controlled by deep n doped2636

implant, called JTE. Typical gain values are in the 10-30 range, modest compared to gains of2637

thousands or more in APDs or SiPMs.2638

Three vendors have successfully produced optimized UFSDs which have been tested by CMS2639

and are being considered for providing the ETL sensors, including Centro Nacional de Mi-2640

croelectronica (CNM), Barcelona [21, 56, 57], Fondazione Bruno Kessler (FBK) [58, 59], and2641

Hamamatsu Photonics (HPK) [60, 61].2642

Achieving good time performance at low gain requires silicon pixel sizes typically less than a2643

few mm2, to limit the sensor capacitance, implying that a large number of pixels are required2644

to cover the 7 m2 of each ETL endcap. The design studied in the 2017 CMS MTD Technical2645

Proposal (TP) used very large sensors, 5 cm ⇥ 10 cm, with 3 mm ⇥ 1 mm pixels. Our R&D and2646
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(severe example)
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4D tracking with LGADs
• LGADs— not trivial to miniaturize from millimeter to micron scale
- Gain layer termination requires ≥ 50 micron dead space between channels

41

• Instead, add AC-coupled electrodes w/ continuous gain region to achieve 
segmentation: "AC-LGADs"
• Resistive n+ surface layer controls how signals spread across sensor.

Sensors’ description
IHEP 2x2
A total of three sensors were tested, each die is composed of four sensors of 4 

pads each.

For each configuration we measured one of the four sensors (i.e. 4 pads) using 
Fermilab’s 16 channels board.

8

W1 I W1 III W7 I (carbon)
2x2 IHEP-IME array

geometry, shown in Fig. 2, where they both have four pad electrodes of size 500 ⇥ 500 `m2, and
feature varying width metalization gaps at each interpad boundary, of 20, 30, 40, and 50 µm. Each
of the HPK devices has an active thickness of 50 µm. A variety of =+ and ?+ doping concentrations,
ranging from A through E and 1 through 3, respectively, were studied in test samples to optimize
signal size; the two pad devices discussed here were fabricated with C–2 and B–2. These di�erences
in the fabrication of each HPK sensor leads to the naming convention used throughout the paper
as the HPK C–2 and HPK B–2. The HPK pad sensors have relatively low =+ resistivity with the
aim of using signal sharing to achieve improved position resolution using high-resolution readout
digitization.

Figure 1: The BNL manufactured sensors tested at FNAL. BNL 2020 sensor (left) with 100 `m
pitch and 20 `m gap sizes. BNL 2021 sensor (right) with three pitch variations 100 `m (narrow),
150 `m (medium), and 200 `m (wide).

Figure 2: The HPK manufactured sensor tested at FNAL. The four-pad device with each pad of
size 500 ⇥ 500 `m2, and interpad gap sizes of 20, 30, 40, and 50 µm.

– 3 –

100 micron strips, no dead space

Produced by BNL

resolution a factor of 5-10 better than bin size/
p
12. AC-coupled LGAD,

Figure 6, are n-in-p sensors, with a continuous gain layer, a resistive n++

implant, and a thin dielectric layer for AC coupled read-out. The size of the
AC metal pads determine the readout segmentation and it can be adjusted to
any geometry by simply changing two production masks (metal etching and
overglass), leaving the rest of the sensor identical. The goal of the resistive
n++ layer is to keep the signal localized, to reduce the capacitance seen by
the readout pad, and to induce the AC signal on the metal pad, somewhat
equivalent to the role of the graphite layer in the RPC. For this reason, AC-
LGAD are also called resistive silicon detector (RSD). AC-LGAD have been
produced by CNM in 2017, by FBK within the RSD project[33][34], and by
BNL [35].

Figure 6: Schematic of an a AC-LGAD sensor.

Signal formation in AC-LGAD happens in the 3 phases [36] sketched in
Figure 7: (i) The first step is similar to all other silicon sensors: the drift
of the e/h pairs generates an induced signal on the n++electrode. Note that
there is no direct induction on the metal pads, the n++ is conductive enough
to stop it. (ii) The signal spreads laterally along the lossy transmission line
composed by the n++ layer and the bulk and AC capacitance. The metal
pads act as pick-up electrodes and record a signal. (iii) In the last phase, the
AC pads discharge, with an RC that depends on the readout input resistance,
the n++ sheet resistance, and the capacitance of the system.

The signal is seen on the AC pads with a delay and an attenuation that
depends on the distance from the impinging point, as it is reported in Fig-
ure 8. The closest pad, marked in red, sees the earliest and largest signal,

10
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4D tracking with LGADs
• LGADs— not trivial to miniaturize from millimeter to micron scale
- Gain layer termination requires ≥ 50 micron dead space between channels

42

• Instead, add AC-coupled electrodes w/ continuous gain region to achieve 
segmentation: "AC-LGADs"
• Resistive n+ surface layer controls how signals spread across sensor.

Sensors’ description
IHEP 2x2
A total of three sensors were tested, each die is composed of four sensors of 4 

pads each.

For each configuration we measured one of the four sensors (i.e. 4 pads) using 
Fermilab’s 16 channels board.

8

W1 I W1 III W7 I (carbon)
2x2 IHEP-IME array

geometry, shown in Fig. 2, where they both have four pad electrodes of size 500 ⇥ 500 `m2, and
feature varying width metalization gaps at each interpad boundary, of 20, 30, 40, and 50 µm. Each
of the HPK devices has an active thickness of 50 µm. A variety of =+ and ?+ doping concentrations,
ranging from A through E and 1 through 3, respectively, were studied in test samples to optimize
signal size; the two pad devices discussed here were fabricated with C–2 and B–2. These di�erences
in the fabrication of each HPK sensor leads to the naming convention used throughout the paper
as the HPK C–2 and HPK B–2. The HPK pad sensors have relatively low =+ resistivity with the
aim of using signal sharing to achieve improved position resolution using high-resolution readout
digitization.

Figure 1: The BNL manufactured sensors tested at FNAL. BNL 2020 sensor (left) with 100 `m
pitch and 20 `m gap sizes. BNL 2021 sensor (right) with three pitch variations 100 `m (narrow),
150 `m (medium), and 200 `m (wide).

Figure 2: The HPK manufactured sensor tested at FNAL. The four-pad device with each pad of
size 500 ⇥ 500 `m2, and interpad gap sizes of 20, 30, 40, and 50 µm.

– 3 –

100 micron strips, no dead space

as the tracker impact parameter resolution. In both the DC-LGAD edge fit and the binary readout
methods, the resolution obtained is in the range of 10 µm to 12 µm, somewhat at tension with the
5 µm result obtained from the Kalman filter. Since the Kalman filter resolution does not include
contributions from the alignment with the device under test, we take its estimate as a lower bound.
Conversely, since the two other methods may contain additional systematic errors, we take their
estimates as upper bounds on the resolution. As result, we limit the tracker resolution to a range of
roughly 5–10 µm and consider this range to interpret the observed AC-LGAD performance. For the
AC-LGAD resolutions presented in all plots and figures in this paper, we subtract a contribution of
6 µm, representing a conservative choice for the tracker resolution.

4 Experimental results

Digitized waveforms of the analog signals were recorded by the oscilloscope for each sensor tested,
as described in Section 3. We analyze the waveforms to measure the amplitude and arrival time of
pulses in each individual channel. Waveforms for a typical example event produced by the BNL
2020 strip sensor are shown in Fig. 5. In general, the waveforms from each sensor have similar
shapes, which allows reconstructing the amplitude and time for each charged particle hit using the
same algorithm for all sensors.
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Strip 2
Strip 3
Strip 4
Strip 5

FNAL 120 GeV proton beam BNL2020, 220V

1 2  3  4  5  6

Figure 5: Example waveforms for the BNL 2020 strip sensor (left) showing the measured pulse
shape and size for all channels in an event with a proton impacting the third readout strip. A labeled
photograph of the six readout strips is shown on the right with a red dot indicating the location of
the proton hit for the example waveforms shown on the left.

Events were selected based on two types of requirements. First, only events with high-quality
tracks and MCP-PMT hits are considered, to ensure reliable references for the proton impact
parameter and arrival time. We further require that the track points through the interior of the
readout region of each sensor, to exclude clusters that are only partially reconstructed at the edges.
For example, for the BNL 2020 strip sensor shown in Fig. 5, only events with tracks pointing
between strips 2–5 are considered for the analysis. Then, we define two amplitude thresholds that

– 6 –

Interpolate to find impact 
parameter with fine precision

Produced by BNL
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FNAL test beam setup for AC-LGADs
• Critical for AC-LGAD characterization: 
- Fine resolution tracker reference
- Read many channels!

43

120 GeV  
proton

FTBF strip and pixel telescope

AC-LGAD
Trigger scintillator

MCP-PMT

• Tracking telescope resolution: ~ 5 microns
- 4x CMS RD53a pixels (25 x 100 um) + 10x strips (60 microns)

• MCP time ref resolution: 10 ps

8-channel oscilloscope, 2 GHz, 10 GSa/s 
Large memory: take 20k events during 4 s spill
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Example AC-LGAD operation
• Signal shared between neighbors—interpolate position based on signal ratio
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HPK AC 2x2 pads
500 micron pitch, 2021

Am
pl

. t
op

 le
ft 

/ Σ
 a

ll 
pa

ds

Amplitude ratio between neighbors

0.5 0.55 0.6 0.65 0.7 0.75
Amplitude fraction

10

20

30

40

50

60

70m
]

µ
Po

si
tio

n 
[

FNAL 120 GeV proton beam BNL2020, 220V

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
Track x position [mm]

5

10

15

20

25

30

35m
]

µ
Po

si
tio

n 
re

so
lu

tio
n 

[

Binary readout

Two-strip reconstruction

FNAL 120 GeV proton beam BNL2020, 220V

Figure 10: Proton track hit position with respect to the center of the primary strip as a function
of the amplitude fraction in the BNL 2020 sensor (left). Position resolution as a function of track
position for the same sensor (right). The grey area indicates the metallized regions on the sensor
surface. Errors represent the statistical uncertainty.
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Figure 11: Proton track hit position as a function of the amplitude fraction in the upper right pad
over the total amplitude in the upper half of the HPK C–2 pad sensor (left). Position resolution
as a function of track position for the same sensor (right). The grey area indicates the metallized
regions on the sensor surface. Errors represent the statistical uncertainty on the fits.

the NN could outperform the reconstruction method described previously in terms of latency due to
the fact that it is based on linear operations that are faster to evaluate on certain FPGAs and ASIC
chips. The functional form used for the amplitude ratio fits could become non-linear which is not
ideal for front-end electronics.

The NN was trained on data collected with the BNL 2020 sensor and used the position from
the FNAL tracking telescope as a target for the reconstructed position. The selection of the data
is identical to the selection used for the analysis described previously. The NN was trained using
a Keras-based [21] code framework. The data were randomly split into three categories: training,
testing, and validation. The training, testing, and validation categories are comprised of 80%, 10%,

– 11 –

• Thanks to high gain, obtain resolution much finer than pitch / √12
- In this case: 20-40 microns (and 30 picosecond time resolution!) 

• Tuning of n+ resistivity and electrode geometry needed for optimal sharing...
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High resolution AC-LGAD strips
• Good performance from several BNL 100 to 200 micron strip prototypes
- Well-tuned signal sharing → uniform 2-strip efficiency → uniform 5-10 um resolution.
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Figure 10: Proton track hit position with respect to the center of the primary strip as a function
of the amplitude fraction in the BNL 2020 sensor (left). Position resolution as a function of track
position for the same sensor (right). The grey area indicates the metallized regions on the sensor
surface. Errors represent the statistical uncertainty.
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Figure 11: Proton track hit position as a function of the amplitude fraction in the upper right pad
over the total amplitude in the upper half of the HPK C–2 pad sensor (left). Position resolution
as a function of track position for the same sensor (right). The grey area indicates the metallized
regions on the sensor surface. Errors represent the statistical uncertainty on the fits.

the NN could outperform the reconstruction method described previously in terms of latency due to
the fact that it is based on linear operations that are faster to evaluate on certain FPGAs and ASIC
chips. The functional form used for the amplitude ratio fits could become non-linear which is not
ideal for front-end electronics.

The NN was trained on data collected with the BNL 2020 sensor and used the position from
the FNAL tracking telescope as a target for the reconstructed position. The selection of the data
is identical to the selection used for the analysis described previously. The NN was trained using
a Keras-based [21] code framework. The data were randomly split into three categories: training,
testing, and validation. The training, testing, and validation categories are comprised of 80%, 10%,
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geometry, shown in Fig. 2, where they both have four pad electrodes of size 500 ⇥ 500 `m2, and
feature varying width metalization gaps at each interpad boundary, of 20, 30, 40, and 50 µm. Each
of the HPK devices has an active thickness of 50 µm. A variety of =+ and ?+ doping concentrations,
ranging from A through E and 1 through 3, respectively, were studied in test samples to optimize
signal size; the two pad devices discussed here were fabricated with C–2 and B–2. These di�erences
in the fabrication of each HPK sensor leads to the naming convention used throughout the paper
as the HPK C–2 and HPK B–2. The HPK pad sensors have relatively low =+ resistivity with the
aim of using signal sharing to achieve improved position resolution using high-resolution readout
digitization.

Figure 1: The BNL manufactured sensors tested at FNAL. BNL 2020 sensor (left) with 100 `m
pitch and 20 `m gap sizes. BNL 2021 sensor (right) with three pitch variations 100 `m (narrow),
150 `m (medium), and 200 `m (wide).

Figure 2: The HPK manufactured sensor tested at FNAL. The four-pad device with each pad of
size 500 ⇥ 500 `m2, and interpad gap sizes of 20, 30, 40, and 50 µm.

– 3 –

100 micron strips produced by BNL

• Promising 4D sensors: 30 ps timing and spatial resolution ~ pitch / 30
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Figure 10: Proton track hit position with respect to the center of the primary strip as a function
of the amplitude fraction in the BNL 2020 sensor (left). Position resolution as a function of track
position for the same sensor (right). The grey area indicates the metallized regions on the sensor
surface. Errors represent the statistical uncertainty.
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Figure 11: Proton track hit position as a function of the amplitude fraction in the upper right pad
over the total amplitude in the upper half of the HPK C–2 pad sensor (left). Position resolution
as a function of track position for the same sensor (right). The grey area indicates the metallized
regions on the sensor surface. Errors represent the statistical uncertainty on the fits.

the NN could outperform the reconstruction method described previously in terms of latency due to
the fact that it is based on linear operations that are faster to evaluate on certain FPGAs and ASIC
chips. The functional form used for the amplitude ratio fits could become non-linear which is not
ideal for front-end electronics.

The NN was trained on data collected with the BNL 2020 sensor and used the position from
the FNAL tracking telescope as a target for the reconstructed position. The selection of the data
is identical to the selection used for the analysis described previously. The NN was trained using
a Keras-based [21] code framework. The data were randomly split into three categories: training,
testing, and validation. The training, testing, and validation categories are comprised of 80%, 10%,
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Large-area 4D detectors
• Alternate direction: maintain performance with much sparser readout
➡High precision (time & space) with coarser readout & few channels

46
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Large-area 4D detectors
• Alternate direction: maintain performance with much sparser readout
➡High precision (time & space) with coarser readout & few channels
• Promising for 
- Electron Ion Collider timing layer: particle ID via time of flight.
- Space-based— power constraints

47

ECCE TOF (tracking) Design
Key specifications:
• "t = 25 ps per hit
• 0.5x3 mm2 pixel: "x = 30#$ per hit
• Material: ~ 6% total
• Total area: ~ 15 m2 (comparable to CMS ETL)
• Number of readout channels: 8-9 millions (comparable to CMS ETL)

CTTL
FTTL

ETTL

4

4D ToF layer concept for EIC

Goal: 30 ps + 20 micron resolution w/ few channels 

Instruments 2021, 5, 20 5 of 17

enable an opportunity for relevant gains in performances by the application of 5D tracking,
which is not currently amongst the most evident prospects described in this Section. More-
over, the possibility of operating 5D tracking detectors in space could possibly result in
unprecedented novel layouts for future CCR and GR experiments designed around this
measurement concept.
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Figure 1. Representation of the secondary particle tracks in a tracking detector upstream of a
calorimeter. Primary electrons (left) generate an electromagnetic shower in the calorimeter which may
feature only ultra-relativistic e

± and g backsplash secondaries in the upstream detectors. Interacting
primary protons and nuclei (right) generate an hadronic shower (here sketched for display purpose
only) in the calorimeter, which may feature a component of slow backsplash secondaries in the
upstream detector.

Solutions 1 to 4 may require different levels of minimum hit time resolution perfor-
mances to achieve the mentioned breakthrough advances. The minimum requirements
strongly depend on the layout and scientific objectives of the whole instrument. Nonethe-
less, a target requirement of minimum O(100 ps) hit timing resolution is a reasonable figure
of merit that defines such technological target. In the next paragraph, some of the prospects
described in this Section will be verified with a simulation of a demonstrator instrument
with a O(100 ps) hit measurement resolution baseline.

Testing Prospects with Simulations

A simple simulation was set up to verify the prospects for the advantages described
in Section 2. The simulated detector is based on a typical layout of telescopic detectors
with a tracking system upstream of a calorimeter. The tracker layout is based on that of the
DAMPE SiMS tracker [41]. In the simulation, it is composed of 10 SiMS layers, each made
of 300µm thick sensors with 9.6 cm side squared area. Each sensor features 150µm (50µm)
readout (implant) pitch with 640 total strips per sensor. A total of 64 sensors are arranged
in an 8⇥ 8 chessboard geometry with strips running in the same direction to make up one
layer. Four neighboring sensors, on both sides of each layer, are daisy-chained (“ladder”)
such that a single Front-End Electronics (FEE) channel reads out a 4-sensor-long strip.
Pairs of layers with strips running in perpendicular directions are coupled in hodoscopic
configuration with a distance of 2 mm over 5 planes. The distance between each plane and
between the last plane and the calorimeter is 2 cm, which corresponds to a time of flight of
⇠65 ps for relativistic particles. The calorimeter is a 60 cm side cubic homogeneous Bismuth
Germanate (BGO) monolithic volume, whose role in this study is limited to simulating the
production of secondary back-scattered particles detected in the tracker. Figure 2 represents
a sketched drawing of the simulated detector.

In this study, we have simulated the timing response for all readout sensors of the
reference detector to verify the proof of working principle for 5D tracking in astroparticle
experiments. Operations of similar detectors in space may require power mitigation
techniques to cope with the limits imposed by the space mission environment, which

Duranti et al, Instruments 2021, 5(2), 20

Space-based 4D tracking

https://www.mdpi.com/2410-390X/5/2/20
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2022 large strips campaign
• For realistic application, need to demonstrate large area sensors.
• Extensive campaign to study 15 BNL AC-LGADs in test beam
- Length 5-25 mm & pitch 500 um (10x longer and 5x coarser than previous sensors)
- Focus on geometry optimization & tradeoffs with longer sensors.

48

In the rest of this paper, we refer to them based on names that indicate the strip length, in mm, and
strip width, in µm; for example, BNL 10-200 indicates the sensor with 10 mm length and 200 µm
width.

Photographs of the three sensor length variations and wirebonding scheme are shown in
Figures 1 and 2.

Figure 1: Photograph of a 4 inch wafer fabricated with AC-LGAD strip sensors of di�erent lengths.
The wafer has 24 devices with 1 cm long strips, 10 devices with 2.5 cm long strips, and 14 devices
with 0.5 cm long strips.

Figure 2: The three strip length variations of BNL manufactured sensors tested at FNAL. BNL
5-200 (left), BNL 10-200 (center)and BNL 25-200 (right). The strips are read from alternating
ends, to facilitate measuring of the longitudinal impact parameter and compensating for signal
propagation delays.

3 The experimental setup at the FNAL Test Beam Facility

The results presented in this paper were collected at the Fermilab 120 GeV proton test beam facility,
using the LGAD characterization setup described in detail in previous results [12, 13]. This

– 3 –

5, 10, 25 mm lengths
100, 200, 300 um metal widths

500 um pitch

• Today: preview of results to appear on arXiv soon!
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Gain uniformity
• New challenge with large area: sensitivity to non-uniformity in gain layer
- Stripe patterns of high gain observed in most sensors of this production
- High gain regions limit operating voltage → other regions remain underbiased  

49

• Expect improved uniformity in next prototypes
- Uniform 2x2 cm2 LGADs for ATLAS/CMS already demonstrated
- Still extract useful lessons despite non-uniformity!

1 cm strips, 100 um metal width1 cm strips, 200 um metal width

y [mm] y [mm]

x 
[m

m
]

x 
[m

m
]

Gain doubled in 
hot spot



11/15/22 Ryan Heller

1− 0.5− 0 0.5 1
Track x position [mm]

0

20

40

60

80

100

120

140

160m
]

µ
Po

si
tio

n 
re

so
lu

tio
n 

[

12Pitch / 
Exactly one strip observed
Two strip expected
Two strip observed

FNAL 120 GeV proton beam BNL 10-100, 220V

Spatial resolution
• Position reconstruction w/ ratio of amplitudes robust against non-uniformity.
• Achieve 15-20 um resolution for 2-strip events in all 5-10 mm strips
- Slight degradation from 1-strip events from within metal, or low gain regions

50• Latest production optimized for full 2-hit coverage: 20 um resolution everywhere (pitch / 25!)

Performance for 1 cm strips, 500 um pitch w/100 um metal
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Pulse shapes for precision timing
• Longer strips associated with slower rising edge
- Likely due to extra capacitance, and transmission line reflection effects
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risetime, it seems possible to design AC-LGAD detector systems with electrode lengths greater
than 2 cm that maintain the fast signal shapes seen in smaller devices.
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Figure 7: Risetime (top left), ratio of signal amplitude to charge (top right), ratio of slew rate to
charge (bottom left), and expected jitter at 10 fC (bottom right) for di�erent length sensors with
200 µm electrode width. The uncertainty bands represent variation observed across di�erent regions
of each sensor.

5 Position reconstruction

In this section we discuss the reconstruction of the proton impact location, highlighting aspects
a�ected by the large size of these sensors relative to previous measurements. By exploiting the
signal sharing properties of the AC contacts, the impact parameter between strips, x, can be inferred
with resolution much finer than the pitch. This reconstruction is presented in Sec. 5.1 and is similar
to the previous analysis [13].

Because adjacent strips are read from alternating ends and the signals propagate with a finite
velocity, the time di�erence between adjacent channels can be used to infer the impact parameter,
y, along the length of the strip with O(mm) precision. This analysis is described in Sec. 5.2.

– 9 –

10 mm

Expected jitter for operation at moderate gain

• 1 cm strips: already work well!
• > 2 cm: trying few ideas to improve in next beam test.
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Propagation delays across surface
• Large electrodes → distant signals arrival with delays O(100 ps)
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O(100 ps) delays

• Easily correct for position dependent delays:
- Trivial within collider tracking system
- OR, with dual-end readout: self-correcting!

tL tR

Correct with alternating dual-end readout

ΔtL-R → reconstruct longitudinal 
position with mm precision
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Time resolution • Time resolution ~ 40 ps for 1 cm strips
- Combining 2 channels & correcting for 

position-dependent delays
• Decent performance even neglecting 

delays: 50-60 ps.
• High gain regions— achieve 30-35 ps 

for 5 to 10 mm strips.
- Representative of uniform, high gain sensor.
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Figure 16: Time resolution for various time definitions as a function of the telescope track G

position for the BNL 10-200 sensor (left). The four curves show di�erent reconstruction and
time delay correction options. The time resolutions shown are from single channel reconstruction
without a time delay correction, single channel reconstruction with a telescope position dependent
time delay correction, multi-channel reconstruction with a telescope position dependent time delay,
and multi-channel reconstruction with a position reference from the LGADs own G and H position
reconstruction for the time delay correction. Time resolution as a function of the telescope track
G and H position for the multi-channel reconstruction with telescope tracker position time delay
correction (right).
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Figure 17: Time resolution for various time definitions as a function of the telescope track G

position for the BNL 10-100 (left) and BNL 10-300 (right) sensors. The four curves come from
di�erent time reconstruction and time delay correction options, described in Figure 16.
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Conclusions
• Timing capability will be essential in future colliders detectors
- CMS MTD: first trailblazer
- 4D trackers to follow in footsteps.

• AC-LGADs can provide excellent 4D performance—  
- 30 ps time resolution and spatial resolution ~20-30x smaller than pitch

• Large, coarse pitch sensors promising— 
- 20 microns & 30 picoseconds resolutions in best regions 
- Uniform gain & 2-strip efficiency expected in next prototypes
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Thank you for your attention!


