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• Reconstruct, identify & correctly assign decay products to original top quarks

• Resolved top decays
‣ Well separated jets
‣ Isolated leptons

• Boosted top decays
‣ Overlapping decay products - merged jets
‣ Non-isolated leptons

• Rule of thumb:  
e.g. pT(top) = 350 GeV → ΔR = 1.0

• MANY different techniques, here showing
some examples!
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Kinematic Likelihood (ATLAS)
• 3D template fit assuming tt → l+jets topology (KLFitter, standard ATLAS tool)
‣ Identify correct jet-parton assignment

• Maximize likelihood, test each permutation of jet-parton association
‣ Breit-Wigner functions:  Constrain dijet/trijet mass to W/t mass
‣ Transfer functions:  Map measured jet energy to energy of final state parton
‣ Variable Rbq sensitive to relative b/light JES
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(a) mreco
top , at least two b-tagged jets
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`b , exactly two b-tagged jets
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(c) mreco
top , at least two b-tagged jets
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(d) mreco
`b , exactly two b-tagged jets
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(e) mreco
top , at least two b-tagged jets
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(f) mreco
`b , exactly two b-tagged jets

Figure 2: Distributions of mreco
top in the tt̄ ! lepton+jets channel (left) and mreco

`b in the tt̄ ! dilepton channel (right)
and their template parameterisations for the signal, composed of simulated tt̄ and single top quark production events.
The expected sensitivities of mreco

top and mreco
`b are shown for events with at least two (or exactly two) b-tagged jets.

Figures (a, b) report the distributions for di↵erent values of the input mtop (167.5, 172.5 and 177.5 GeV). Figures (c,
d) and (e, f) show the mreco

top and mreco
`b distribution for mtop =172.5 GeV, obtained with JSF or bJSF of 0.95, 1.00

and 1.05, respectively. Each distribution is overlaid with the corresponding probability density function from the
combined fit to all templates.
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fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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Figure 4: The fitted distributions in the data, showing (a) mreco
top , (b) mreco

W , (c) Rreco
bq , and (d) mreco

`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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Kinematic Likelihood (CMS)
• tt → l+jets reconstruction for differential cross section (13 TeV) 
‣ p(ν) reconstruction: 

Solution is ellipse, use point best compatible with       → improved pT (ν)

‣ tt reconstruction:  Likelihood for most probable quark-to-jet assignment

• ~60% reconstruction efficiency
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4 5 Reconstruction of the tt̄ system
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Figure 1: Normalized two dimensional mass distribution of m2 and m3 and distributions of
Dn,min for correctly and wrongly selected b jets of the leptonically decaying top quarks. The
distributions are taken from the POWHEG simulation.
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Figure 2: Distribution of lm and Dn,min for the selected best permutation compared to the data.
The simulation of POWHEG together with PYTHIA8 is used to describe the tt̄ production. Only
statistical uncertainties of data and simulation are considered in the calculation of the ratio.
The simulation is normalized to the measured luminosity.
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Dn,min for correctly and wrongly selected b jets of the leptonically decaying top quarks. The
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Pseudo-Top Reconstruction
• Minimize model-dependence in differential cross 

section results
‣ Allow QCD precision tests in top quark sector

• Top-quark proxy at stable-particle level  

‣ Wlep:  e/µ +     , solve for pz,ν assuming mW 
‣ tlep:  Wlep + closest b-jet  
‣ Whad:  two other highest-pT jets
‣ thad:  Whad + remaining b-jet

JHEP 06 (2015) 100
 arXiv:1505.04480
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Figure 2. (a) Monte Carlo study using the nominal powheg+pythia MC sample showing
the correlation between the parton-level top-quark pT and the particle-level hadronic pseudo-top-
quark pT and (b) the correlation between the particle-level hadronic pseudo-top-quark pT and the
hadronic pseudo-top-quark pT evaluated from reconstructed objects. In each case the correlation is
normalised to all the events within a bin on the horizontal axis.

of three air-core superconducting toroid magnets, each with eight coils. The ID comprises

a silicon pixel detector, a silicon microstrip detector (SCT), and a transition radiation

tracker (TRT). The EM barrel calorimeter is composed of a liquid-argon (LAr) active

medium and lead absorbers. The hadronic calorimeter is constructed from steel absorber

and scintillator tiles in the central pseudorapidity range of |η| < 1.7, whereas the end-cap

and forward regions are instrumented with LAr calorimeters for both the electromagnetic

and hadronic energy measurements up to |η| = 4.9. The MS toroid magnets are arranged

with an eight-fold azimuthal coil symmetry around the calorimeters. Three layers of muon

spectrometer chambers surround the toroids. High-precision drift tubes and, at small

radius in the end-cap, region cathode strip chambers provide an independent momentum

measurement. Resistive plate chambers in the central region and fast thin gap chambers

in the end-cap region provide a muon trigger.

Data are selected from inclusive pp interactions using a three-level trigger system. A

hardware-based first-level trigger is used to initially reduce the trigger rate to approximately

75 kHz. The detector readout is then available for two stages of software-based (higher-

level) triggers. In the second level, partial object reconstruction is carried out to improve

the selection and at the last level, the event filter, a full online event reconstruction is made

to finalise the event selection. During the 2011 run period, the selected event rate for all

triggers following the event filter was approximately 300 Hz.

– 8 –
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‣ Consider two leading-pT neutrinos 

 

‣ Pseudo W± from (ν1/2, l±) pair that minimize: 
|mW,1 - mW,PDG|+|mW,2 - mW,PDG|
 

‣ Pseudo tops from (b1/2, W±) pair that minimize: 
|mt,1 - mt,PDG|+|mt,2 - mt,PDG|
  

dilepton

dilepton

5



Boosted Top Quarks
• Why / how?
‣ Test predictions of high-pT top production
‣ Probe new physics -- many models predict new particles at the TeV scale
‣ Collimated decay products  →  special reconstruction techniques
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Introduction

• Top tagging - technique to identify merged 
hadronically decaying boosted top jets 

- CMS JME-13-007 NEW!

• Tagging algorithms are compared in 
simulation

• Algorithm performance is measured in data
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Introduction

• Top tagging - technique to identify merged 
hadronically decaying boosted top jets 

- CMS JME-13-007 NEW!
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Boosted Tops -- Leptonic Decays
• Shrinking isolation cone  (ATLAS)

• Kinematic cuts  (CMS)
‣ ΔR(lepton, jet) separation 
‣ Component of lepton pT transverse 

to jet axis
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Jet Grooming
• Techniques to reduce contamination from ISR, underlying event & pileup
‣ Filtering:  Recluster, keep N hardest subjets
‣ Trimming:  Recluster, keep subjets with pT,i / pT,jet > x
‣ Pruning:  Reject soft & large angle constituents as part of jet algorithm
‣ Soft drop:  Remove wide-angle soft radiation

8

Ev
en

ts
 / 

20
 G

eV

0

1

2

3

310×

ATLAS Preliminary
) = (1, 0.2, 0.05)cut, f

sub
 (R, Rtanti-k

| < 1.5η < 800 GeV, |
T

600 GeV < p

 = 13 TeVs
-1 ~ 50 pbintL

2015 Data Pythia 8 multijets

Trimmed Jet Mass [GeV]
0 100 200 300 400

D
at

a/
M

C

0.5

1

1.5

(a)

Ev
en

ts
 / 

20
 G

eV

0

0.5

1

1.5

310×

ATLAS Preliminary
) = (1.2, 0.3, 0.15)

12
y, 

sub
C/A (R, R

| < 1.5η < 800 GeV, |
T

600 GeV < p

 = 13 TeVs
-1 ~ 50 pbintL

2015 Data Pythia 8 multijets

Split-filtered Jet Mass [GeV]
0 100 200 300 400

D
at

a/
M

C

0.5

1

1.5

(b)

Ev
en

ts
 / 

20
 G

eV

0

1

2

3
310×

ATLAS Preliminary
) = (1, 0.4, 0.05)cut, f

small
 (R, Rtanti-k

| < 1.5η < 800 GeV, |
T

600 GeV < p

 = 13 TeVs
-1 ~ 50 pbintL

2015 Data Pythia 8 multijets

Re-clustered Jet Mass [GeV]
0 100 200 300 400

D
at

a/
M

C

0.5

1

1.5

(c)

Figure 2: The large-radius jet mass for the leading (a) anti-kt R = 1.0 trimmed with fcut = 0.05 and Rsub = 0.2 jets,
(b) C/A R = 1.2 filtered with BDRS µfrac = 1, ycut = 0.15, and Rsub = 0.3 jets, and (c) re-clustered anti-kt R = 1.0
jets. The trimmed and filtered jets are built from LCW clusters, while the re-clustered jets are built from R = 0.4 jet
inputs which are in turn built from EM clusters. MC is normalized to the number of events observed in data. The
last bin includes overflow events.
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1 Introduction

The study of jet substructure has significantly matured over the past five years [1–3], with

numerous techniques proposed to tag boosted objects [4–46], distinguish quark from gluon jets

[44, 47–51], and mitigate the e↵ects of jet contamination [6, 52–61]. Many of these techniques

have found successful applications in jet studies at the Large Hadron Collider (LHC) [50, 62–

89], and jet substructure is likely to become even more relevant with the anticipated increase

in energy and luminosity for Run II of the LHC.

In addition to these phenomenological and experimental studies of jet substructure, there

is a growing catalog of first-principles calculations using perturbative QCD (pQCD). These

include more traditional jet mass and jet shape distributions [90–95] as well as more so-

phisticated substructure techniques [44, 59, 60, 96–103]. Recently, Refs. [59, 60] considered

the analytic behavior of three of the most commonly used jet tagging/grooming methods—

trimming [53], pruning [54, 55], and mass drop tagging [6]. Focusing on groomed jet mass

distributions, this study showed how their qualitative and quantitative features could be un-

derstood with the help of logarithmic resummation. Armed with this analytic understanding

of jet substructure, the authors of Ref. [59] developed the modified mass drop tagger (mMDT)

which exhibits some surprising features in the resulting groomed jet mass distribution, in-

cluding the absence of Sudakov double logarithms, the absence of non-global logarithms [104],

and a high degree of insensitivity to non-perturbative e↵ects.

In this paper, we introduce a new tagging/grooming method called “soft drop decluster-

ing”, with the aim of generalizing (and in some sense simplifying) the mMDT procedure. Like

any grooming method, soft drop declustering removes wide-angle soft radiation from a jet in

order to mitigate the e↵ects of contamination from initial state radiation (ISR), underlying

event (UE), and multiple hadron scattering (pileup). Given a jet of radius R0 with only two

constituents, the soft drop procedure removes the softer constituent unless

Soft Drop Condition:
min(pT1, pT2)

pT1 + pT2
> zcut

✓
�R12

R0

◆�

, (1.1)

where pT i are the transverse momenta of the constituents with respect to the beam, �R12

is their distance in the rapidity-azimuth plane, zcut is the soft drop threshold, and � is an

angular exponent. By construction, Eq. (1.1) fails for wide-angle soft radiation. The degree

of jet grooming is controlled by zcut and �, with � ! 1 returning back an ungroomed jet. As

we explain in Sec. 2, this procedure can be extended to jets with more than two constituents

with the help of recursive pairwise declustering.1

Following the spirit of Ref. [59], the goal of this paper is to understand the analytic

behavior of the soft drop procedure, particularly as the angular exponent � is varied. There

are two di↵erent regimes of interest. For � > 0, soft drop declustering removes soft radiation

1The soft drop procedure takes some inspiration from the “semi-classical jet algorithm” [58], where a variant

of Eq. (1.1) with zcut = 1/2 and � = 3/2 is tested at each stage of recursive clustering (unlike declustering

considered here).

– 2 –

tunable variables

12 5 Grooming algorithms

we consider more ”aggressive” such as soft drop (b = 0), pruning (zcut = 0.1, rcut = 0.5) and
trimming (rsub = 0.1, pT frac = 0.03) tend to push the bulk of the QCD jets down to smaller jet
masses although they typically have larger tails in the high mass regime. On the contrary, less
aggressive groomers such as trimming (rsub = 0.2, pT frac = 0.03) and soft drop (b = 2) have a
smaller tail though the bulk of the distribution is typically a bit larger in jet mass. The choice
of the groomer to use would be dependent on the type of search being performed.
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Figure 7: Jet mass distributions for the various groomers considered.

Now, we evaluate the pileup dependence performance of groomers based on particle flow
input collection with and without CHS to understand the effect. We show the average jet mass
for PF and CHS background QCD jets in Fig. 8. The left column shows the average jet mass
as a function of nPV for jets using particle flow inputs. The right column shows the average
jet mass as a function of the nPV for jets using particle flow inputs including CHS. We see
generally that the CHS jet masses are more stable against pileup. For the trimming and soft
drop groomers, the average jet mass is relatively unchanged between PF and PF+CHS which is
due to the way that the four-vector safe subtractor is applied to those algorithms as compared
to the pruning algorithm. Generally the pruning algorithm shows the most sensitivity to pileup
with the trimming and soft drop groomers are more stable in average jet mass.

Given the similar or improved performance of the PF+CHS algorithm with respect to PF, we
compare the performance of the various groomers for several different parameters using the
PF+CHS inputs. In Fig. 9, we present the RMS of the jet mass response as a function of nPV
for background (left) and signal (right) jets for various groomers as a function of the number
of primary vertices. In the case of the signal, we show both the s of the Gaussian fit and the
RMS of the distribution in order to characterize the core and the tails of the distributions. The
RMS and s of the (mreco � mgen) distribution are evaluated in the range [-100,100] GeV. We can
see that the trimming algorithm is slightly improved in jet mass resolution with respect to the
other algorithms. Additionally, we find that it has the least amount of tails as the RMS of the

CMS-JME-14-001



James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

James Dolen

Mass drop 
decomposition

(1) (2)

HEP Top Tagger

9

James Dolen 16

ΔRmin

Recluster with 
Rfilt=min(0.3,ΔRmin/2) 

James Dolen 17

Filtering: keep only 
the 5 leading 

subjets

(3) (4)

(5) Repeat recluster+filtering for all 
combinations of 3 mass drop subjets

Start from R=1.5 Cambridge-Aachen jets (used for pT > 200 GeV)

JHEP 1010 (2010) 078

James Dolen 19

Pick the combination 
with filtered mass 

closest to the top mass. 
Recluster to force 3 

subjets

(6)



HEP Top Tagger
• 2D distribution based on ratio of

subjet pairwise masses
‣ m123 = “top jet mass”
‣ 1-2-3: subjets pT ordered 

• W mass selection
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Figure 10: Distributions of HEPTopTagger substructure variables ((a) and (b)) for HEPTopTagger-tagged highest-
pT C/A R = 1.5 jets in events passing the signal selection: Shown in (c) and (d) are the pT and mass of the top quark
candidate, respectively. The vertical error bar indicates the statistical uncertainty on the measurement. Also shown
are distributions for simulated SM contributions with systematic uncertainties (described in Section 6) indicated
as a band. The tt̄ prediction is split into a matched part for which the large-R jet axis is within �R = 0.75 of the
flight direction of a hadronically decaying top quark and a not matched part for which this criterion does not hold.
The ratio of measurement to prediction is shown at the bottom of each subfigure and the error bar and band give
the statistical and systematic uncertainties on the ratio, respectively. The impact of experimental and tt̄ modelling
uncertainties are shown separately for the ratio.

of small-R jets. This variant is referred to as HEPTopTagger04, because it is based on small-R jets with
R = 0.4. This approach can be useful when aiming for a full event reconstruction in final states with many
jets in events in which the top quarks have only a moderately high transverse momentum (pT > 180 GeV).
The advantages of the method are explained using the performance in MC simulation in Section 7.2.

The HEPTopTagger04 technique proceeds as follows. All sets of up to three anti-kt R = 0.4 jets (small-R
jets in the following) are considered and an early top candidate (not to be confused with the HEPTopTag-
ger candidate) is built by adding the four-momenta of these jets. Only sets with mcandidate > mmin and
pT,candidate > pT,min are kept and all small-R jets in the set must satisfy �Ri,candidate < �Rmax. The values
of these parameters are given in Table 4. The constituents of the selected small-R jets are then passed to
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Figure 11: Bi-dimensional distributions of m23/m123 vs. atan(m13/m12) for HEP Top Tagger jets.
The samples used are: (a) simulated tt (MADGRAPH), (b) background (cross section weighted
boson+jets, diboson, single-top, tt all-hadronic, and tt leptonic production), and (c) data (semi-
leptonic selection). The area enclosed by the black lines denotes the region selected by the HEP
Top Tagger W mass selection.

CMS-PAS-JME-13-007

m12 = mW
m13 = mW

m23 = mW

• Top mass selection
140 < m123 < 210-250 GeV

-Used by e.g. all-hadronic tt resonance 
searches at low boost
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CMS Top Tagger
• Decluster jets into subjets, removing soft & wide-angle clusters
‣ Adjacency:  ΔR(A,B) > 0.4 - 0.004 x pTinput 
‣ Softness:  pTsubjet > 0.05 x pThard jet 

• Extensively used by 7-8 TeV CMS analyses
‣ tt resonance search  (arXiv:1506.03062)
‣ High-pT differential tt cross section measurement  (CMS-PAS-TOP-14-012)
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Figure 5: Distributions of top tagging variables for full merged top jet candidate in the hadronic
hemisphere after the semileptonic selection: (a) number of subjets, (b) minimum pairwise sub-
jet mass, and (c) and jet mass. tt is simulated with the MADGRAPH event generator. These
distributions are used to evaluate the top-tagging efficiency SF. The mmin distribution is not
well modeled by the simulation. This effect may be due to mis-modeling of radiation within
the top jet or merged subjets at very high jet momenta. The discrepancy is most evident at large
jet pseudorapidity and therefore we choose to measure a pseudorapidity-dependent scale fac-
tor.
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Figure 5: Distributions of top tagging variables for full merged top jet candidate in the hadronic
hemisphere after the semileptonic selection: (a) number of subjets, (b) minimum pairwise sub-
jet mass, and (c) and jet mass. tt is simulated with the MADGRAPH event generator. These
distributions are used to evaluate the top-tagging efficiency SF. The mmin distribution is not
well modeled by the simulation. This effect may be due to mis-modeling of radiation within
the top jet or merged subjets at very high jet momenta. The discrepancy is most evident at large
jet pseudorapidity and therefore we choose to measure a pseudorapidity-dependent scale fac-
tor.
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well modeled by the simulation. This effect may be due to mis-modeling of radiation within
the top jet or merged subjets at very high jet momenta. The discrepancy is most evident at large
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Shower Decomposition
• Likelihood that large-R jet is signal (hadronic top decay) vs background 

process (QCD)
‣ Input is R=0.1-0.2 subjets
‣ Assume each subjet comes from certain source of radiation (top decay, ISR, ...)
‣ Calculate probability that subjet configuration comes from particular decay chain

• Discriminating variable:

12

sum of signal probabilities 
sum of bkg probabilities� =Shower Deconstruction
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Figure 8: Distributions of Shower Deconstruction weights and the likelihood ratio � in the signal selection: un-
trimmed anti-kt R = 1.0 jets corresponding to the highest-pT trimmed anti-kt R = 1.0 jet with pT > 350 GeV.
Cases in which the signal weight is zero because there are fewer than three subjets or the top quark or W boson
mass window requirements are not met (cf. Section 5.2) are not shown. (a) Natural logarithm of the sum of all
weights obtained under the assumption that the subjet configuration in the large-R jet is the result of hadronic top
quark decay. (b) Natural logarithm of the sum of all weights obtained for the background hypothesis. (c) Distri-
bution of the natural logarithm of the Shower Deconstruction likelihood ratio �. (d) The same distribution as in
(c) but for the requirement that the trimmed large-R jet pT be larger than 550 GeV. The vertical error bar indicates
the statistical uncertainty on the measurement. Also shown are distributions for simulated SM contributions with
systematic uncertainties (described in Section 6) indicated as a band. The tt̄ prediction is split into a matched part
for which the large-R jet axis is within �R = 0.75 of the flight direction of a hadronically decaying top quark and
a not matched part for which this criterion does not hold. The ratio of measurement to prediction is shown at the
bottom of each subfigure and the error bar and band give the statistical and systematic uncertainties on the ratio,
respectively. The impact of experimental and tt̄ modelling uncertainties are shown separately for the ratio.

5.3 HEPTopTagger

C/A R = 1.5 jets are analysed with the HEPTopTagger algorithm [87, 88], which identifies the hard jet
substructure and tests it for compatibility with the 3-prong pattern of hadronic top quark decays. This
tagger has been developed to find top quarks with pT > 200 GeV and to achieve a high rejection of
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• Jet shape variable to measure consistency of jet to have N subjets

•                    :  discriminate 3-prong subjet structure (top jet) vs non-top jet
‣ Typical cut value:         < 0.6-0.7

N-Subjettiness
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⌧32 = ⌧3/⌧2
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Figure 1: Top tagging variables for jets with pT > 500 GeV/c from a simulated tt POWHEG
sample and from a simulated QCD PYTHIA 6 sample: (a) jet mass, (b) jet mass after tagging se-
lections (Nsubjets � 3, mmin > 50, t3/t2 < 0.55), (c) mmin, (d) mmin after N-subjettiness selection
(t3/t2 < 0.55, 140 < mjet < 250 GeV/c2), (e) t3/t2, (f) t3/t2 after the CMS Top Tagger selection
(Nsubjets � 3, mmin > 50, 140 < mjet < 250 GeV/c2)
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Figure 3: Detector level distribution of substructure variables of the highest-pT trimmed anti-kt R = 1.0 jet with
pT > 350 GeV in events passing the signal selection. The splitting scales (a)

p
d12 and (b)

p
d23 and the N-

subjettiness ratios (c) ⌧32 and (d) ⌧21. The vertical error bar indicates the statistical uncertainty on the measurement.
Also shown are distributions for simulated SM contributions with systematic uncertainties (described in Section 6)
indicated as a band. The tt̄ prediction is split into a matched part for which the large-R jet axis is within �R = 0.75
of the flight direction of a hadronically decaying top quark and a not matched part for which this criterion does
not hold. The ratio of measurement to prediction is shown at the bottom of each subfigure and the error bar and
band give the statistical and systematic uncertainties on the ratio, respectively. The impact of experimental and tt̄
modelling uncertainties are shown separately for the ratio.

tagger top tagging criterion
Substructure tagger I

p
d12 > 40 GeV

Substructure tagger II m > 100 GeV
Substructure tagger III m > 100 GeV and

p
d12 > 40 GeV

Substructure tagger IV m > 100 GeV and
p

d12 > 40 GeV and
p

d23 > 10 GeV
Substructure tagger V m > 100 GeV and

p
d12 > 40 GeV and

p
d23 > 20 GeV

W 0 top tagger
p

d12 > 40 GeV and 0.4 < ⌧21 < 0.9 and ⌧32 < 0.65

Table 2: Top taggers based on substructure variables of trimmed anti-kt R = 1.0 jets.
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⌧32

in the following subsections.

Due to the di↵erent substructure criteria applied, the methods have di↵erent e�ciencies for tagging signal
jets and di↵erent misidentification rates for background jets. Large e�ciency is obtained for loose criteria
and implies a high misidentification rate. The performance of the taggers in terms of e�ciencies and
misidentification rates is provided in Section 7.1.

5.1 Substructure variable taggers

The choice of trimmed anti-kt R = 1.0 jets (as defined in Section 4.1) for substructure-based analyses
has been previously studied in detail [15], including comparisons of di↵erent grooming techniques and
parameters. The following jet substructure variables are used for top tagging in this analysis, selected due
to their previous use by ATLAS:

• trimmed mass - The mass, m, of the trimmed anti-kt R = 1.0 jets is less susceptible to energy
depositions from pile-up and the underlying event (additional interactions in the same proton-proton
collision) than the mass of the untrimmed jet. On average, Large-R jets containing top quark decay
products have a larger mass than background jets.

• kt splitting scales - The kt splitting scales [80] are a measure of the scale of the last recombin-
ation steps in the kt algorithm, which clusters high momentum and large-angle proto-jets last.
The kt splitting scales are hence sensitive to whether the last recombination steps correspond to
the merging of the decay products of massive particles. They are determined by reclustering the
constituents of the trimmed large-R jet with the kt algorithm and are defined as

q
di j = min(pTi ,pT j ) ⇥ �Ri j , (1)

in which �Ri j is the distance between two subjets i and j in ⌘ � � space and pTi and pT j are the
corresponding transverse subjet momenta. Subjets merged in the last kt clustering step provide
the
p

d12 observable, and
p

d23 is the splitting scale of the second-to-last merging. The expected
value of the first splitting scale

p
d12 for hadronic top quark decays captured fully in a large-R jet

is approximately mt/2, in which mt is the top quark mass. The second splitting scale
p

d23 targets
the hadronic decay of the W boson with an expected value of ⇡mW /2. The use of the splitting scale
for W boson tagging in 8 TeV ATLAS data is explored in Ref. [81]. Background jets initiated by
hard gluons or light quarks tend to have smaller values of the splitting scales and exhibit a steeply
falling spectrum.

• N-subjettiness - The N-subjettiness variables ⌧N [82, 83] quantify how well jets can be described as
containing N or fewer subjets. The N subjets found by an exclusive kt clustering of the constituents
of the trimmed large-R jet define axes within the jet. The quantity ⌧N is given by the pT-weighted
sum of the distances of the constituents from the subjet axes:

⌧N =
1
d0

X

k

pTk ⇥ �Rmin
k with d0 ⌘

X

k

pTk ⇥ R (2)

in which pTk is the transverse momentum of constituent k and �Rmin
k is the distance between

constituent k and the axis of the closest subjet. The ratio ⌧3/⌧2 (denoted ⌧32) provides discrim-
ination between large-R jets formed from hadronically decaying top quarks with high transverse

12

pT of constituent k
distance between constituent 

k & axis of closest subjet

large-R jet 
distance parameter



kt Splitting Scale
• Measure of scale of last recombination step in kt algorithm 
‣ kt clusters high pT & large-angle “proto jets” last

‣ Typical cut value:           > 40 GeV,          > 10-20 GeV   
‣ Often used in ATLAS 8 TeV analyses
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Figure 3: Detector level distribution of substructure variables of the highest-pT trimmed anti-kt R = 1.0 jet with
pT > 350 GeV in events passing the signal selection. The splitting scales (a)

p
d12 and (b)

p
d23 and the N-

subjettiness ratios (c) ⌧32 and (d) ⌧21. The vertical error bar indicates the statistical uncertainty on the measurement.
Also shown are distributions for simulated SM contributions with systematic uncertainties (described in Section 6)
indicated as a band. The tt̄ prediction is split into a matched part for which the large-R jet axis is within �R = 0.75
of the flight direction of a hadronically decaying top quark and a not matched part for which this criterion does
not hold. The ratio of measurement to prediction is shown at the bottom of each subfigure and the error bar and
band give the statistical and systematic uncertainties on the ratio, respectively. The impact of experimental and tt̄
modelling uncertainties are shown separately for the ratio.

tagger top tagging criterion
Substructure tagger I

p
d12 > 40 GeV

Substructure tagger II m > 100 GeV
Substructure tagger III m > 100 GeV and

p
d12 > 40 GeV

Substructure tagger IV m > 100 GeV and
p

d12 > 40 GeV and
p

d23 > 10 GeV
Substructure tagger V m > 100 GeV and

p
d12 > 40 GeV and

p
d23 > 20 GeV

W 0 top tagger
p

d12 > 40 GeV and 0.4 < ⌧21 < 0.9 and ⌧32 < 0.65

Table 2: Top taggers based on substructure variables of trimmed anti-kt R = 1.0 jets.
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Subjet b-Tagging
• Apply subjet b-tagging to increase QCD rejection

• Secondary vertex (SV) / track impact parameter (IP)

• ATLAS
‣ Default:  MV1 (neutral network based)
‣ Improved tagger for additional discrimination in boosted regime:  MVb

• CMS
‣ Default:  CSV (likelihood based), applied to either large-R jet vs each subjet
‣ Improved tagger using all tracks to reconstruct SV, by construction independent 

of jet size:  IVFCSV

15
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Subjet b-Tagging

16

function of the b-tagging efficiency εb. Each working point on these curves corresponds to a different cut

on the discriminant of these taggers, Also their relative performance with respect to MV1, the current

ATLAS default b-tagger, is shown. The evaluation is performed using jets that are either from simulated

tt̄ events produced according to the StandardModel predictions (a) or from events in which a hypothetical

Kaluza-Klein gluon with the massmgKK = 2.5 TeV decays to a boosted tt̄ system (b). The basic difference

of these two samples is the distribution of their top quark pT. While the top quarks produced according

to the SM production mechanisms are mainly of low transverse momentum, a large fraction of the top

quarks from the gKK → tt̄ samples have a transverse momentum above 400 GeV and provide therefore an

ideal scenario to test the performance of the MVb and MVbCharm taggers, which are developed exactly

for such environments. The MVb tagger shows a similar performance compared to the MV1 tagger in the

SM tt̄ sample for working points corresponding to the interesting range of b-tagging efficiencies (0.65 <

εb < 0.85). As the MVb tagger uses not only the IP3D weight as input, but also the IP2D weight, the jet

width and the number of tracks with a large impact parameter significance, its performance is strongly

improved with respect to the MV1 and JetFitterCombNN algorithm for jets having no reconstructed

vertex. Also working points corresponding to b-tagging efficiencies between 50% and 60% show an

improved light-flavour rejection rate (up to a factor of 1.3). In events where a high mass resonance of

the KK-gluon decays into boosted top-antitop pairs, the performance of MVb is even better, by a factor

of 1.5-2.5 (depending on the chosen working point).
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Figure 10: Light-flavour rejection rates as a function of the b-tagging efficiency for jets stemming from

two samples of simulated tt̄ events produced either according to the SM predictions (a) or from the decay

of a Kaluza-Klein gluon (b). The performance of the MVb tagger (presented as a blue line) is compared

to the MV1 (black line), JetFitterCombNN (red line) and the MVbCharm (gray line) taggers.
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Figure 14: The background rejection as a function of the tagging e�ciency of large-R jets, as obtained from MC
simulations for 350 GeV < pT < 400 GeV and 550 GeV < pT < 600 GeV for trimmed anti-kt R = 1.0 particle-
level jets to which the large-R jets are geometrically matched. The HEPTopTagger uses C/A R = 1.5 jets; the other
taggers use trimmed anti-kt R = 1.0 jets. SD is also shown for C/A R = 1.2 jets. For SD, the cut value of the
discriminant log � is scanned over. Substructure-variable based taggers are also shown including single scans on
the trimmed mass,

p
d12,
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d23, ⌧32 and scans of
p

d23 and ⌧32 for substructure tagger V and the W 0 top tagger. The
curves are not shown if the background e�ciency is larger than the signal e�ciency, which for some substructure
variable scans appears for very low signal e�ciencies, i.e. for scans in the tails of the distributions. The statistical
uncertainty from the simulation is smaller than the symbols for the di↵erent working points and it is smaller or of
the same size as the lines shown.
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Figure 3: Detector level distribution of substructure variables of the highest-pT trimmed anti-kt R = 1.0 jet with
pT > 350 GeV in events passing the signal selection. The splitting scales (a)

p
d12 and (b)

p
d23 and the N-

subjettiness ratios (c) ⌧32 and (d) ⌧21. The vertical error bar indicates the statistical uncertainty on the measurement.
Also shown are distributions for simulated SM contributions with systematic uncertainties (described in Section 6)
indicated as a band. The tt̄ prediction is split into a matched part for which the large-R jet axis is within �R = 0.75
of the flight direction of a hadronically decaying top quark and a not matched part for which this criterion does
not hold. The ratio of measurement to prediction is shown at the bottom of each subfigure and the error bar and
band give the statistical and systematic uncertainties on the ratio, respectively. The impact of experimental and tt̄
modelling uncertainties are shown separately for the ratio.

tagger top tagging criterion
Substructure tagger I

p
d12 > 40 GeV

Substructure tagger II m > 100 GeV
Substructure tagger III m > 100 GeV and

p
d12 > 40 GeV

Substructure tagger IV m > 100 GeV and
p

d12 > 40 GeV and
p

d23 > 10 GeV
Substructure tagger V m > 100 GeV and

p
d12 > 40 GeV and

p
d23 > 20 GeV

W 0 top tagger
p

d12 > 40 GeV and 0.4 < ⌧21 < 0.9 and ⌧32 < 0.65

Table 2: Top taggers based on substructure variables of trimmed anti-kt R = 1.0 jets.
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E.g. “Tagger III” used by l+jets 
tt resonance search (arXiv:

1505.07018) & high-pT tt cross 
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• Extensive list of tools!
• Substructure used in many BSM 

searches & (recently) measurements 

• Important ingredient 
for 13 TeV physics!
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50 GeV muon

470 GeV MET

3 small-radius (R=0.4) jets, re-
clustered into large-radius (R=1.0) jet 

with pT~600 GeV, mjet~180 GeV

70 GeV b-jet
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5.3 Algorithm Performance Comparison in Simulation 13
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Figure 4: Mistag rate vs. top-jet tagging efficiency as measured from QCD PYTHIA 6 Monte
Carlo and POWHEG tt Monte Carlo, respectively. In the cases where a jet mass cut is applied,
the cut is not varied and is fixed at 140 < mjet < 250 GeV/c2. N-subjettiness is calculated
using R = 0.8 jets except when used in combination with the HEP Top Tagger in which case
R = 1.5 jets are used. Signal jets are matched to simulated all-hadronic generated top quarks,
while background jets are matched to simulated partons from the hard scatter. Distributions
are shown for three pT selections, where the pT cut is applied to the matched generated parton.
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8 5 Algorithm Performance Results

Working mjet mmin subjet t3/t2
point selection selection b-tag WP selection

CMS Tagger WP0 140-250 ( GeV/c2) > 50 ( GeV/c2) none none
CMS Combined WP1 140-250 ( GeV/c2) > 50 ( GeV/c2) CSV-loose < 0.7
CMS Combined WP2 140-250 ( GeV/c2) > 50 ( GeV/c2) CSV-loose < 0.6
CMS Combined WP3 140-250 ( GeV/c2) > 50 ( GeV/c2) CSV-medium < 0.55
CMS Combined WP4 140-250 ( GeV/c2) > 65 ( GeV/c2) CSV-medium < 0.4

Table 1: Working points for the CMS Top Tagger and CMS Combined Tagger (CMS + N-
subjettiness + subjet b-tag)

ilarly, the mistag rate denominator is defined as the number of jets matched to a simulated
quark or gluon from the hard scatter which passes the pT selection. The numerator for both
the efficiency and mistag rate is defined by the number of jets from the denominator which
pass the top tagging selection. The tagging rate denominators are defined with respect to the
matched generator level particle in order to compare algorithms using different jet collections.
The mistag rate is dependent on the jet flavor and the results presented here are applicable only
to event topologies with a quark/gluon mixture similar to the selection defined in Section 5.

Using these definitions, the minimum mistag rate for a given signal efficiency is shown in Fig-
ures 3 and 4. The algorithm tagging selections are varied as follows. The CMS Top Tagger
curve is determined by fixing the mjet and Nsubjets selections (140 GeV/c2 < mjet < 250 GeV/c2,
Nsubjets � 3), and varying the mmin selection. The N-subjettiness algorithm curve is determined
by varying the t3/t2 selection with no jet mass selection. The subjet b-tagging curve is de-
termined by varying the selection on the maximum subjet CSV discriminant with no jet mass
selection. The HEP Top Tagger curve is determined by fixing the m123 selection (140 GeV/c2 <
m123 < 250 GeV/c2) and varying the width of the W mass selection ( fW). The remainder of
the curves demonstrate the combined application of two or more of these algorithms. In these
cases all of the selections mentioned above are simultaneously varied and the minimum mistag
rate for a given signal efficiency is determined.

The optimal top tagging algorithm depends on the pT of the matched parton and on the chosen
efficiency. In the lowest pT range considered (jets matched to partons with pT > 200 GeV/c2),
only the HEP Top Tagger and HEP Combined Tagger are studied (Fig. 3). Here the best per-
formance is provided by the HEP Combined Tagger, which combines the HEP Top Tagger,
subjet b-tagging and N-subjettiness. The CMS Top Tagger and CMS Combined Tagger are not
considered in this pT range because the top decay products are rarely merged within R=0.8
jets. For jets matched to partons with pT > 400 GeV/c2, the majority of boosted top quarks
are fully merged into a R=1.5 jet, while a smaller fraction are reconstructed within R=0.8 jets.
Therefore the HEP Top Tagger performs very well for high efficiency selections in this pT range,
especially when combined with N-subjettiness and subjet b-tagging (HEP Combined Tagger) .
The combination of the CMS Top Tagger, N-subjettiness, and subjet b-tagging (CMS Combined
Tagger) results in the best performance for low efficiency selections in this range (Fig. 4a). For
jets matched to partons with pT > 600 GeV/c2 or pT > 800 GeV/c2, the CMS Combined Tagger
performs best (Figures 4b and 4c).

Example selections with close to optimal performance for a given tagging efficiency are de-
fined as working points (WP). These WP are defined in Table 1 for the CMS Top Tagger and
CMS Combined Tagger and Table 2 for the HEP Top Tagger and HEP Combined Tagger. WP
performance is shown by points in Figures 3 and 4. The CMS Top Tagger working point (CMS
WP0) has been used for numerous analyses [9, 11, 42].

5.3 Algorithm Performance Comparison in Simulation 9

Working m123 fW subjet t3/t2
point selection selection b-tag WP selection

HEP WP0 140-250 ( GeV/c2) 0.495 none none
HEP Combined WP1 140-250 ( GeV/c2) 0.495 CSV-loose none
HEP Combined WP2 140-250 ( GeV/c2) 0.15 CSV-medium none
HEP Combined WP3 140-250 ( GeV/c2) 0.15 CSV-medium < 0.63

Table 2: Working points for the HEP Top Tagger and HEP Combined Tagger (HEP Top Tagger
+ N-subjettiness + subjet b-tag)

Tagging Efficiency (%) vs. Mistag rate (%) vs.
selection Nvtx slope Nvtx slope
CMS Tagger WP0 -0.031 ± 0.034 0.095 ± 0.006
t3/t2 < 0.55 (R=0.8) -0.429 ± 0.031 -0.031 ± 0.001
Subjet b-tag CSV-medium -0.049 ± 0.033 0.006 ± 0.002
CMS Combined Tagger WP3 -0.213 ± 0.024 -0.002 ± 0.0002
HEP Tagger WP2 -0.180 ± 0.028 -0.010 ± 0.006
HEP Combined Tagger WP3 -0.463 ± 0.0236 -0.001 ± 0.002

Table 3: Slope of tagging efficiency and mistag rate (in percent) vs Nvtx for different tagging
selections and pjet

T > 500 GeV/c.

A moderate dependence on pileup is observed for these top tagging algorithms. The change
in tagging rate as a function of the number of primary vertices is approximately linear. The
slope of a linear fit to this distribution can be used to quantify the algorithm performance with
pileup (Table 3). N-subjettiness has the largest dependence on pileup. New tools to decrease
this dependence are under study [43].
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Figure 3: Detector level distribution of substructure variables of the highest-pT trimmed anti-kt R = 1.0 jet with
pT > 350 GeV in events passing the signal selection. The splitting scales (a)

p
d12 and (b)

p
d23 and the N-

subjettiness ratios (c) ⌧32 and (d) ⌧21. The vertical error bar indicates the statistical uncertainty on the measurement.
Also shown are distributions for simulated SM contributions with systematic uncertainties (described in Section 6)
indicated as a band. The tt̄ prediction is split into a matched part for which the large-R jet axis is within �R = 0.75
of the flight direction of a hadronically decaying top quark and a not matched part for which this criterion does
not hold. The ratio of measurement to prediction is shown at the bottom of each subfigure and the error bar and
band give the statistical and systematic uncertainties on the ratio, respectively. The impact of experimental and tt̄
modelling uncertainties are shown separately for the ratio.

tagger top tagging criterion
Substructure tagger I

p
d12 > 40 GeV

Substructure tagger II m > 100 GeV
Substructure tagger III m > 100 GeV and

p
d12 > 40 GeV

Substructure tagger IV m > 100 GeV and
p

d12 > 40 GeV and
p

d23 > 10 GeV
Substructure tagger V m > 100 GeV and

p
d12 > 40 GeV and

p
d23 > 20 GeV

W 0 top tagger
p

d12 > 40 GeV and 0.4 < ⌧21 < 0.9 and ⌧32 < 0.65

Table 2: Top taggers based on substructure variables of trimmed anti-kt R = 1.0 jets.
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HEP Top Tagger:  Mass Drop Decomposition
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Save output 
subjet

yes

Input 
cluster

Is input 
mass < 30?

no

Save output 
subjet

no
Does input 

have 2 
parent 

clusters?

yes

Split 
input into 
2 parent 
clusters

Subjet 1 Subjet 2

no

m1 < 0.8 minput  ?

yesm1>m2

Remove 
subjet 2

HEP Top Tagger 
Mass drop decomposition



HEP Top Tagger:  W Mass Selection
Bi-dimensional distribution based on ratio of subjet pairwise masses
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CMS Top Tagger
• Decomposition of jets into up to 4 subjets
• Input R=0.8 Cambridge-Aachen jets  (used for pT > 400 GeV)
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Example: CMS Top Tagger decomposition

Example CMS Top Tagger primary decomposition

Decluster

ΔR(A,B) > 
adjacency 
criterion

Cluster B
Cluster A

B is too soft. 
Remove it.

⇒ continue

Cluster B
Cluster A

Cluster A
Cluster B

Decluster 
againCluster A

Cluster B

A and B pass 
adjacency and  

momentum
 fraction criteria

Primary 
decomposition 

succeeds

Primary decomposition

Cluster A
Cluster B

Secondary decomposition

À

À`

B`

B̀`

À

À`

B

Individually 
decluster A 

and B

A  ̀and A`̀  pass
criteria

B  ̀and B`̀  are 
too close

3 final subjets

Primary Decomposition:

CMS-PAS-JME-13-007

softness
pTsubjet > 0.05 x pThard jet 
removes soft clusters

adjacency
ΔR(A,B) > 0.4 - 0.004 x pTinput 
removes wide angle clusters

Secondary Decomposition:   Individually decluster A/B for 3 final subjets


