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Why t tH̄?
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• It is the “last” of the main Higgs production 
mechanisms still to be observed	



• It is directly sensitive to the top Yukawa	


• Expected precision on yt at the LHC RunII:

7-10%	


• Same order as TH errors (NLO) https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHXSWG

CMS-NOTE-3-002 arXiv:1307.7135
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 H (NNLO+NNLL QCD + NLO EW)App 

 qqH (NNLO QCD + NLO EW)App 

 WH (NNLO QCD + NLO EW)App 

 ZH (NNLO QCD +NLO EW)App 

 ttH (NLO QCD)App 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)App 

see also Peskin, arXiv:1312.4974

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHXSWG
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Outline:	



• Status on higher-order predictions for signal and backgrounds	


• Recent results for the signal…	


• NLO Electroweak corrections to t tH̄	


• The importance of spin correlations	


• Accurate predictions for tH	



• …and for the backgrounds	


• t tb̄b:̄ beyond QCD-only	


• Recent results for t tV̄V	



• Can we go below the TH errors in the extraction of yt?
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2015!

(4FS and 5FS) Demartin et al. arXiv:1504.00611	


tHW see poster by F. Demartin

2015!

2015!

2015!

2015!

• t tb̄b	̄


• NLO QCD corrections	


!!

• Matching to PS	


• t tV̄	


• NLO QCD corrections	


!
!
!

• Matching to PS	


!

• Electro-Weak corrections	

!
• t tV̄V	



• NLO QCD corrections + PS

Higher order predictions	


for signal and backgrounds
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Beenakker et al. hep-ph/0107081 & hep-ph/0211352 
Dawson et al. hep-ph/0211438 & hep-ph/0305087

aMC@NLO: Frederix et al. arXiv:1104.5613	


Powhel: Garzelli et al. arXiv:1108.0387  

Powheg Box: Hartanto et al. arXiv:1501.04498

Frixione et al. arXiv:1407.0823 & arXiv:1504.03446	


Zhang et al. arXiv:1407.1110

Kulesza et al. arXiv:1509.02780

Bredenstein et al. arXiv:0905.0110 & arXiv:1001.4006	


Bevilacqua et al. arXiv:0907.4723

Denner et al. arXiv:1506.07448

Kardos et al.1303.6201	


Cascioli et al. 1309.5912

t t𝛄̄ Melnikov et al. arXiv:1102.1967	



t tW̄,t t𝛄̄*/Z, t t𝛄̄ Hirschi et al. arXiv:1103.0621	


t tZ̄ Lazopoulos et al. arXiv:0804.2220 	



t tZ̄ Kardos et al. arXiv:1111.0610	


t tW̄ Campbell et al. arXiv:1204.5678

t tZ̄ Garzelli et al. arXiv:1111.1444	


t tW̄, t tZ̄ Garzelli et al. arXiv:1208.2665

t t𝛄̄𝛄 Kardos et al. arXiv:1408.0278	


all t tV̄V Maltoni et al. arXiv:1507.05640	



t t𝛄̄𝛄 van Deurzen et al. arXiv:1509.02077

t tW̄, t tZ̄ (and t tH̄) Frixione et al. arXiv:1504.03446
(5FS) Farina et al. arXiv:1211.3737	



(5FS) Campbell et al. arXiv:1302.3856

2015!

2015!

2015!

• t tH̄	


• NLO QCD corrections (30% @ RunII)	



!
• Matching to PS	



!
!

• NLO QCD corrections to bbℓ̄+ℓ-ννH̄	

!
• Weak and Electro-Weak corrections 

(1.5% @ RunII)	


!

• Soft gluon resummation (2-6% @ RunII)	

!
• tH	


• NLO QCD corrections	



!
• Matching to PS
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Recent results for the signal
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Electro-weak corrections to t tH̄	


motivation

• t tH̄ offers unique direct access to the 
yt coupling	



• (Electro-)weak corrections spoil the 
trivial yt2 dependence of the cross-
section: crucial for precise extraction 
of yt 	



• Boosted searches: EW corrections 
enhanced because of Sudakov logs 
(log(pT/mW))

These definitions correspond to the arrows that appear in fig. 3: from right to left for QCD

corrections, and from left to right for EW corrections. We point out that this terminology

is consistent with that typically used in the literature. It only becomes misleading when

it is also applied to the coefficients Σk0+1,q, because this is equivalent to giving the same

name to two different classes of objects in fig. 3: the blobs and the arrows. If the roles of

these two classes are kept distinct, no ambiguity is possible. Consider, for example, the

coefficient Σ4,1 in which we are interested here: it is the second-leading NLO term, which

receives contributions both from the EW corrections to the leading Born term Σ3,0, and

from the QCD corrections to the second-leading Born term Σ3,1.

We note that the discussion given above explains why there is no ambiguity when

one works in a single-coupling perturbative expansion. In the case of QCD, for example,

the only relevant quantities of fig. 3 are the two leftmost blobs (one for each row), and

the leftmost arrow. There is thus a one-to-one correspondence between the arrow and the

leftmost blob in the lower row: therefore, no confusion arises even if one calls the latter

(the leading NLO correction) with the name of the former (the QCD corrections), which is

what is usually done. The case of the single-coupling EW expansion is totally analogous,

and applies to the quantities that in fig. 3 are to the extreme right (namely, Σ3,2, Σ4,3, and

the rightmost left-to-right arrow. Note that Σ4,1 is not involved).

Figure 4: Representative O(α1
sα

3/2) one-loop diagrams for the gg channel.

We would like now to elaborate further on the keywords “QCD corrections” and “EW

corrections”, stressing again the fact that they do not have any deep physical meaning,

but may be useful in that they are intuitive, and can be given an operational sense. The

best way to do so is that of a constructive bottom-up approach that starts at the level

of amplitudes (we note that eqs. (2.3) and (2.4) are at the level of amplitude squared)

in order to figure out which contributions each of the coefficients Σ4,q receives. While

doing so, one needs to bear in mind that, at the NLO, there are two classes of such

contributions: those due to real-emission amplitudes (eventually squared), and those due

to one-loop amplitudes (eventually contracted with Born amplitudes). Since here we are

solely interested in figuring out the general characteristics of the contributions to any given

Σ4,q (as opposed to performing a complete and explicit computation, which is rather done

automatically), the easiest procedure is that of taking representative Born-level diagrams,

such as those of figs. 1 and 2, and turn them either into one-loop graphs through the

insertion of a virtual particle, or into real-emission graphs by emitting one further final-

state particle. It is clear that in general it is not possible to obtain all one-loop and real-

emission Feynman diagrams in this way (see e.g. the second and third graphs in fig. 4), but

this is irrelevant for the sake of the present exercise. What is of crucial importance is that,
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Electro-weak corrections to t tH̄: 	


setup	

!

Frixione, Hirschi, Pagani, Shao, MZ, arXiv:1407.0823 & 1504.03446

• 𝛂(mZ)-scheme: 𝛂(mZ), mZ, mW as input parameters	



• mH=125 GeV, mt=173.3 GeV	


• NNPDF 2.3 QED PDFs (including photon PDF)	


• Ren./Fac. scales set to	



!
• QCD scale variations computed with	



!
• Both inclusive and boosted regime (pT(t, t,̄H) > 200 GeV)	


• Code generated within MadGraph5_aMC@NLO	


• The following terms are computed:  

LO QCD, LO EW (only g𝛄 and bb)̄  
NLO QCD, NLO EW+HBR (t tH̄V)

and adopted the MSTWnlo2008 [68] PDFs with the associated αS(mZ) for all NLO as

well as LO predictions (since we are chiefly interested in assessing effects of matrix-element

origin). In our default α(mZ)-scheme, the EW coupling constant is [69]:

1

α(mZ)
= 128.93 . (3.2)

The central values of the renormalisation (µR) and factorisation (µF ) scales have been taken

equal to the reference scale:

µ =
HT

2
≡

1

2

∑

i

√

m2
i + p2T (i) , (3.3)

where the sum runs over all final-state particles. The theoretical uncertainties due to the

µR and µF dependencies that affect the coefficient Σ4,0 have been evaluated by varying

these scales independently in the range:

1

2
µ ≤ µR, µF ≤ 2µ , (3.4)

and by keeping the value of α fixed. The calculation of this theory systematics does not

entail any independent runs, being performed through the reweighting technique introduced

in ref. [70], which is fully automated in MadGraph5 aMC@NLO. All the input parameters

not explicitly mentioned here have been set equal to their PDG values [71].

We shall consider two scenarios: one where no final-state cuts are applied (i.e. fully

inclusive), and a “boosted” one, generally helpful to reduce the contamination of light-Higgs

signals due to background processes [72,73], where the following cuts

pT (t) ≥ 200 GeV , pT (t̄) ≥ 200 GeV , pT (H) ≥ 200 GeV , (3.5)

are imposed; since these emphasise the role of the high-pT regions, the idea is that of

checking whether weak effects will have a bigger impact there than in the whole of the

phase space. We shall report in sect. 3.1 our predictions for total rates, for the three

collider c.m. energies and in both the fully inclusive and the boosted scenario. In sect. 3.2

several differential distributions will be shown, at a c.m. of 13 TeV with and without the

cuts of eq. (3.5), and at a c.m. of 100 TeV in the fully-inclusive case only.

Throughout this section, we shall make use of the shorthand notation introduced at

the end of sect. 2 – see in particular table 4.

3.1 Inclusive rates

In this section we present our predictions for inclusive rates, possibly within the cuts of

eq. (3.5). As was already stressed, the results for the LO and NLO QCD contributions are

computed in the same way as has been done previously with MadGraph5 aMC@NLO or

its predecessor aMC@NLO in refs. [21,44]. There are small numerical differences (O(3%))

with ref. [44], which are almost entirely due to the choice of the value of α, and to a very

minor extent to that of mt. As far as ref. [21] is concerned, different choices had been made

there for the top and Higgs masses, and for the reference scale.
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Electro-weak corrections to t tH̄: 	


results at 13 TeV

• Bottom line: EW corrections are small for total rate, but become 
important at large pT; only partial compensation of Sudakov logs by HBR  
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tt̄H : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 9.685 · 10−2 3.617 · 10−1 (1.338 · 10−2) 23.57

NLO QCD 2.507 · 10−2 1.073 · 10−1 (3.230 · 10−3) 9.61

LO EW 1.719 · 10−3 4.437 · 10−3 (3.758 · 10−4) 1.123 · 10−2

LO EW no γ −2.652 · 10−4 −1.390 · 10−3 (−2.452 · 10−5) −1.356 · 10−1

NLO EW −5.367 · 10−4 −4.408 · 10−3 (−1.097 · 10−3) −6.261 · 10−1

NLO EW no γ −7.039 · 10−4 −4.919 · 10−3 (−1.131 · 10−3) −6.367 · 10−1

HBR 8.529 · 10−4 3.216 · 10−3 (2.496 · 10−4) 2.154 · 10−1

Table 3: Contributions, as defined in table 1, to the total rate (in pb) of tt̄H production,

for three different collider energies. The results in parentheses are relevant to the boosted

scenario, eq. (3.1).

tt̄H : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 25.9+5.4
−11.1 ± 3.5 29.7+6.8

−11.1 ± 2.8 (24.2+4.8
−10.6 ± 4.5) 40.8+9.3

−9.1 ± 1.0

LO EW 1.8± 1.3 1.2± 0.9 (2.8 ± 2.0) 0.0± 0.2

LO EW no γ −0.3± 0.0 −0.4± 0.0 (−0.2± 0.0) −0.6± 0.0

NLO EW −0.6± 0.1 −1.2± 0.1 (−8.2± 0.3) −2.7± 0.0

NLO EW no γ −0.7± 0.0 −1.4± 0.0 (−8.5± 0.2) −2.7± 0.0

HBR 0.88 0.89 (1.87) 0.91

Table 4: Same as in table 3, but given as fractions of corresponding LO QCD cross sections.

Scale (for NLO QCD) and PDF uncertainties are also shown.

owing to the opening at the NLO of partonic channels (qg) that feature a gluon PDF, while

no initial-state gluon is present at the LO – in the case of tt̄H and tt̄Z production, one

has gg-initiated partonic processes already at the Born level. As a consequence of this, the

scale uncertainty, which is relatively large for all processes, becomes extremely significant

in tt̄W± production of increasing hardness (large c.m. energy or boosted regime), where it

is predominantly of LO-type because of the growing contributions of qg-initiated partonic

processes. In all cases, the PDF uncertainties of the NLO QCD term are smaller than those

due to the hard scales, and decrease with the c.m. energy. Secondly, the contributions due

to processes with initial-state photons are quite large at the LO (except for tt̄W± pro-

duction, which has a LO EW cross section identically equal to zero), but constitute only

a small fraction of the total at the NLO. This is due to the fact that LO EW processes

proceed only through two types of initial states, namely γg and bb̄, whereas NLO EW ones

have richer incoming-parton luminosities. Thirdly, as a consequence of the previous point,

the uncertainty of the photon density only marginally increases (if at all) the total PDF

uncertainty that affects the NLO EW term, while it constitutes a dominant factor at the

LO EW level (for tt̄H and tt̄Z).

Other aspects characterise differently the four tt̄V processes. The relative importance

of NLO EW contributions w.r.t. the NLO QCD ones increases with energy in the cases of
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• Include CP violating ttH 
interaction in an effective 
theory approach, at NLO+PS	


!

• Study dileptonic top decay

2 F. Demartin et al.: Higgs characterisation at NLO in QCD: CP properties of the top-quark Yukawa interaction

pared to other approaches based only on Lorentz symmetry,
without losing the ability to describe in a model-independent
way the e↵ects of any new physics we cannot directly access at
the current energies. Furthermore, the EFT approach can be
systematically improved by including higher-dimensional oper-
ators in the lagrangian on the one hand (which are suppressed
by higher powers of the scale ⇤ where new physics appears),
and higher-order perturbative corrections on the other hand.

The aim of this work is to present how EFT predictions
accurate to NLO in QCD matched to a parton shower can
be used to determine the CP properties of the Higgs boson
coupling to the top quark, through Higgs production in asso-
ciation with jets or with a pair of top quarks. To this aim we
employ the Higgs Characterisation (HC) framework originally
proposed in ref. [14], which follows the general strategy out-
lined in ref. [15], and has been recently applied to the VBF
and VH channels [16]. In this respect, this work contributes to
the general e↵ort of providing NLO accurate tools and predic-
tions to accomplish the most general and accurate characteri-
sation of Higgs interactions in the main production modes at
the LHC. Note that at variance with VBF and VH,H+jets and
tt̄H are processes mediated by QCD interactions at the Born
level, hence higher order corrections are expected to be more
important and certainly needed in analyses aiming at accurate
and precise extractions of the Higgs properties.

First, we consider Higgs production in GF together with
extra jets, focusing on final states with at least two jets. This
process is not only a background to VBF, but can also pro-
vide complementary information on the Higgs boson coupling
properties [17–22]. In the heavy-top limit, the CP structure of
the Higgs-top interaction is inherited by the e↵ective Higgs-
gluon vertices [23–28]. Higgs plus two jets through GF at LO
has been computed in refs. [29, 30], where the full top-mass
dependence was retained. The results cited above show that
the large top-mass limit is a very good approximation as long
as the transverse momentum of the jets is not sensibly larger
than the top mass and justify the use of EFT approach for the
Higgs-gluons interactions. In the mt ! 1 limit, the resulting
analytic expressions at NLO for GF Hjj production have been
implemented in MCFM [31], which has been used by Powheg
Box [32] and Sherpa [33] to obtain NLO results matched with
parton shower (NLO+PS). Independent NLO+PS predictions
in the Sherpa package using GoSam [34] for the one-loop ma-
trix elements and in MadGraph5 aMC@NLO [35], that em-
bodies MadFKS [36] and MadLoop [37], are also available.
We note that all the above predictions are for the SM Higgs
boson, i.e. the CP-even state, and Hjj production for the CP-
odd state has been only available at LO, yet with the exact
top-mass dependence [19]. In this paper we present NLO re-
sults in the large top-mass limit for GF production of a generic
(mixed) scalar/pseudoscalar state in association with one or
two jets at the LHC, also matched to parton shower.

Second, we study tt̄H production for arbitrary CP cou-
plings, including NLO+PS e↵ects. While NLO corrections in
QCD for this process have been known for quite some time [38,
39], the NLO+PS prediction has been done only recently, for
both CP eigenstates, 0+ and 0�, in aMC@NLO [40] and in
the Powheg Box [41] for the CP-even case only. The spin-
correlation e↵ects of the top-antitop decay products have been
also studied at the NLO+PS level with the help of Mad-
Spin [42,43]. Weak and electroweak corrections have been also
reported recently in refs. [44] and [45], respectively. The phe-

nomenology of a CP-mixed Higgs coupling to the top quark
at the LHC has been studied at LO in ref. [46]. In addition to
the case where the Higgs has definite CP quantum numbers,
here we consider the more general case of a CP-mixed particle
(0±) including NLO in QCD, parton-shower e↵ects and spin
correlated decays.

The paper is organised as follows. In the next section we
recall the e↵ective lagrangian employed for a generic spin-0
resonance and define sample scenarios used to determine the
CP properties of the Higgs boson. We also briefly describe our
setup for the computation of NLO corrections in QCD together
with matching to parton shower. In Sect. 3 we present results
of H+jets in GF, focusing on the H + 2 jet production. We
also make a comparison with VBF production with dedicated
kinematical cuts. In Sect. 4 we illustrate the tt̄H production
channel. In Sect. 5 we briefly summarise our findings and in
Appendix A we present the Feynman rules, the UV and the
R2 counterterms necessary to NLO computations for GF in
the heavy-top-quark limit.

2 Setup

In this section, we summarise our setup. We start from the
definition of the e↵ective lagrangian, pass to the identification
of suitable benchmark scenarios, and finally to event generation
at NLO in QCD accuracy, including parton-shower e↵ects.

2.1 E↵ective lagrangian and benchmark scenarios

The most robust approach to build an e↵ective lagrangian
is to employ all the SM symmetries, i.e. start from a lin-
early realised electroweak symmetry and systematically write
all higher-dimensional operators, organised in terms of increas-
ing dimensions. The complete basis at dimension six has been
known for a long time [47, 48] and recently reconsidered in
more detail in the context of the Higgs boson, see e.g., [49–51].
This approach has been followed in the FeynRules [52] imple-
mentation of ref. [53], where the e↵ective lagrangian is written
in terms of fields above the electroweak symmetry breaking
(EWSB) scale and then expressed in terms of gauge eigen-
states.

As already mentioned above, in ref. [14] we have followed an
alternative approach (and yet fully equivalent in the context of
the phenomenological applications of this paper, as explicitly
seen in tables 1 and 3 of ref. [53]) and implemented the EFT
lagrangian starting from the mass eigenstates, so below the
EWSB scale, and for various spin-parity assignments (X(JP )
with JP = 0±, 1±, 2+). We have also used FeynRules, whose
output in the UFO format [54, 55] can be directly passed to
MadGraph5 aMC@NLO [35]. We stress that this procedure
is fully automatic for computations at LO, while at NLO the
UFO model has to be supplemented with suitable countert-
erms, as it will be recalled in Sect. 2.2, a procedure that in this
work has been performed by hand.

The term of interest in the e↵ective lagrangian can be writ-
ten as (see eq. (2.2) in ref. [14]):

Lt
0 = � ̄t

�
c↵HttgHtt + is↵AttgAtt �5

�
 t X0 , (1)

whereX0 labels the scalar boson, c↵ ⌘ cos↵ and s↵ ⌘ sin↵ can
be thought as “CP-mixing” parameters, Htt,Att are the dimen-
sionless real coupling parameters, and gHtt = gAtt = mt/v (=
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• Use information from spin correlations to separate S and B (t tb̄b)̄	


• Check robustness of variables against PS / detector simulation	


• Dilepton decays allow for good reconstruction of top/W	


!
!
!

!

• Product of cosines can be used for S/B discrimination

Spin correlation in t tH̄:	


Improve S/B discrimination	



Amor dos Santos et al. arXiv:1503.07787
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• tH: rather rare process (𝜎NLO<100 fb at RunII)	


• t-channel dominant production mode, s-channel 

much suppressed (𝜎NLO<3 fb)	


• Can be described either in the 4FS (mb>0) or in 

the 5FS (mb=0)	


• NLO corrections (and wise scale choice) 

improve agreement between two schemes	


• 4FS to be preferred for signal simulation

What can be learnt from tH?  
Demartin, Maltoni, Mawatari, MZ, arXiv:1504.00611
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Fig. 3. Scale dependence of the total cross sections for the pp ! tHq + t̄Hq production at the 13-TeV LHC, where the 4F
(blue) and 5F (red) schemes are compared. LO (dashed) and NLO (solid) predictions with MSTW2008 LO/NLO PDFs are
presented for µR = µF ⌘ µ , with a static (left figure) and a dynamic (right figure) scale choice. Two o↵-diagonal profiles of the
scale dependence at NLO are also shown, for (µR =

p
2µ , µF = µ/

p
2) and for (µR = µ/

p
2 , µF =

p
2µ) . The black arrows

visualise the envelope of the combined scale and flavour-scheme uncertainty defined in eq. (8).

where the uncertainty is taken accordingly to the PDF4LHC
recommendation [36, 37], and the central value is chosen such
that our 68% confidence interval encompasses the current PDG
world average [38] and the best ↵s(mZ) estimates obtained by
each of the three PDF global fits [39–41]. We remark that the
value in eq. (2) is consistent with the 5F description. Since the
di↵erence between 4F and 5F in the ↵s running is limited to
scales above mb, eq. (2) can be translated into the following
condition on ↵s(mb) (running ↵s at 2-loop accuracy)

↵(NLO)
s (mb) = 0.2189± 0.0042 , (3)

which is now flavour-scheme independent.
CT10 does not provide PDF sets to compute mb uncertain-

ties in the 5F scheme and PDF uncertainties in the 4F scheme;
both CT10 and MSTW2008 do not provide 4F PDF sets with
di↵erent ↵s(mZ) values. Thus, it is possible to address all the
various sources of uncertainty in both schemes only when using
NNPDF2.3 parton distributions, while MSTW2008 and CT10
uncertainty bands can be sometimes underestimated (though
just slightly, as we will see later in sect. 3.2).

For matching short-distance events to parton shower we use
the MC@NLO method [17] with Pythia8 [42], while HER-
WIG6 [43] has been used for a few comparisons. We recall that
matching to Pythia6 [44] (virtuality-ordered, or pT -ordered
for processes with no final-state radiation) and HERWIG++
[45] are also available inside MadGraph5 aMC@NLO. Jets
are reconstructed by means of the anti-kT algorithm [46] as im-
plemented in FastJet [47], with distance parameter R = 0.4,
and required to have

pT (j) > 30 GeV , |⌘(j)| < 4.5 . (4)

A jet is identified as b-jet if a b-hadron (or b-quark for fixed-
order calculations) is found among its constituents, and if the

jet satisfies

pT (jb) > 30 GeV , |⌘(jb)| < 2.5 . (5)

We assume 100% b-tagging e�ciency in this work.

3.2 Total rates

In this section we present the total cross section for t-channel
production of a Higgs boson together with a single top quark
(or antiquark), at NLO in QCD. The main sources of theoret-
ical uncertainty that we address here are:

– renormalisation and factorisation scale dependence,
– 4F and 5F scheme dependence,
– PDF uncertainty,
– ↵s(mZ) uncertainty,
– mb uncertainty.

At the end of this section we will also briefly comment on the
impact of the bottom quark Yukawa coupling and of the de-
pendence of the results on the Higgs and the top quark masses.

We start by showing in fig. 3 the renormalisation and fac-
torisation scale dependence of the LO and NLO total cross
sections, both in the 4F and 5F schemes. We compute cross
sections with two di↵erent scale choices, and vary µR = µF ⌘ µ
around a central scale µ0 which is chosen as

µs
0 = (mH +mt)/4 (6)

for the static scale choice (left figure), and

µd
0 = HT /6 =

X

i=H,t,b

mT (i)/6 (7)
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Fig. 5. Representative di↵erential distributions for the Higgs boson and the top quark at NLO+PS accuracy in t-channel tH
associated production at the 13-TeV LHC. The lower panels provide information on the di↵erences between 4F and 5F schemes
as well as the di↵erential K factors in the two schemes.

and 5F schemes were not dependent on shower programs. We
estimate the scale dependence by varying µR and µF inde-
pendently by a factor two around the reference dynamic scale
HT /6 defined in eq. (7), which provides smaller scale depen-
dence than the static choice for di↵erential distributions, espe-
cially for the high-pT region.

We start by showing in fig. 5 di↵erential distributions for
the Higgs boson and the top quark (before decays). The first
observation is that NLO distributions in the 4F and 5F schemes
are in excellent agreement within their respective uncertainty
associated to scale variation, i.e. within the 10% level. Interest-
ingly, though, di↵erential K factors (information in the insets
below) are more pronounced for the 5F than for the 4F scheme,
the NLO results in the 5F scheme typically being out of the
uncertainties as estimated from scale variation at LO. It should
be noted that the LO process in the 5F scheme does not depend

on the renormalisation scale, and therefore its smaller uncer-
tainty (especially in the high-pT region) can be an artefact of
the scheme. Results in the 5F tend to have a scale uncertainty
that increases with pT much more than in the 4F, but in most
cases the di↵erences are not striking. Slightly larger deviations
between 4F and 5F appear only very close to the tH threshold,
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In fig. 6 we present distributions for the two hardest jets
which are not tagged as b-jets. Jets and b-jets are defined in
eqs. (4) and (5). The contributions from the non-taggable for-
ward b-jets (2.5 < |⌘| < 4.5) are also denoted by shaded his-
tograms as a reference. The jet with the highest transverse
momentum (j1) tends to be produced in the forward region,
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time this jet can be clearly associated to the light-quark current
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Fig. 7. Same as fig. 5, but for the b-tagged jets. On the right column the distributions for the b-jet coming from the top quark
decay, selected by using Monte Carlo information, are shown.

jb,2, it can be inferred that b-jets from the top quark mostly
contribute to the hardest b-jet (jb,1) spectrum at low pT . On
the other hand, as the pT tail falls much more rapidly for jb,t
than for jb,1, gluon splitting in the hard scattering is the pre-
dominant mechanism in this region, and thus the main source
of b-jets at very high pT . This observation also explains why
the scale dependence in the 5F is small for low pT (jb,1), which
is described at NLO accuracy, and increases sharply in the
high-pT (jb,1) region, which is described only at LO, because
there the physics is dominated by the transverse dynamics of
the g ! bb̄ splitting.

We conclude this section by studying the jet multiplici-
ties, which are sensitive to the flavour scheme as well as to the
choice of the shower scale. As argued in [14], the dynamics of
g ! bb̄ splitting takes place at a scale which is typically lower
than the hard scale of the process mt + mH or HT , a↵ecting
the choice for the factorisation scale that one should use to de-

scribe t-channel production. An analogous argument could be
made also for the shower scale choice [15], which in the Mad-
Graph5 aMC@NLO/Pythia8 matching procedure is chosen
to be of the order of the partonic center-of-mass energy in the
Born process. In fig. 8, we study the dependence of jet rates
on the flavour scheme as well as on the shower scale, where
two di↵erent choices of the shower scale are compared: one is
the default value, and another is the default value divided by
a factor of four. We can see that reducing the parton-shower
scale has only a minor impact on the distributions, while a
more interesting pattern arises from the choice of the flavour
scheme.

For the b-tagged jets (right panel in fig. 8), di↵erences be-
tween the two schemes are rather mild (⇠ 15% in the 2-jet bin
and less for 0 and 1 jet) and always compatible within the scale
uncertainty, which for the 2-jet bin is much larger in the 5F
(the accuracy being only at LO).
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the residual uncertainties in rates and distributions. Particular
attention is devoted to the uncertainty related to the di↵erent
flavour schemes that can be adopted to compute the dominant
t-channel production mode. The corresponding SM predictions
are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
as in di↵erential distributions becomes of primary importance.

We then consider how accurately and precisely the e↵ects
of the (only) dimension-6 operator that modifies the value and
the phase of the top quark Yukawa coupling can be predicted,
again at the total as well as at the di↵erential level. This in-
formation is useful to assess the reach of the LHC to constrain
the relevance of this dimension-6 operator (i.e. to bound the
complex coe�cient in front) and, if deviations from the SM are
detected, to quantify them.

The paper is organised as follows. In sect. 2 we introduce
the main features of the Higgs and top quark associated pro-
duction. In sect. 3 we focus on the t-channel production mode,
with a special attention to the issues connected to the 4-flavour
(4F) and 5-flavour (5F) schemes. We describe the settings of
the calculation, present results in the SM for total rates up to
NLO in QCD and their uncertainties, and finally show relevant
di↵erential distributions at NLO matched to a parton shower.
In sect. 4 we shortly consider the s-channel production mecha-
nism, which has a much smaller impact on Higgs phenomenol-
ogy in the SM. We evaluate the total cross sections and its
uncertainties in the SM and show some representative distri-
butions in comparison with the corresponding t-channel ones.
In sect. 5 we study the impact of an anomalous, CP-violating
top quark Yukawa interaction on t-channel production, both
at the total and di↵erential cross section level. We summarise
our findings in sect. 6.

2 Main features

In this section we introduce the main features of Higgs produc-
tion in association with a single top quark. As already men-
tioned in the introduction, at LO in QCD one can e↵ectively

organise the various production mechanisms into three groups,
based on the virtuality of the W boson: t-channel production
features a space-like W , s-channel production a time-like W ,
and W -associated production an on-shell W boson. One has
to bear in mind that while this classification is certainly use-
ful, it is not physical, being an approximation that holds only
at LO and in the 5-flavour scheme. At higher orders in QCD,
or using a di↵erent flavour scheme to define the processes, the
separation becomes increasingly fuzzy, as it will be clarified at
the end of this section.

As in single top production in the SM, tH production is
always mediated by a tWb vertex and therefore it entails the
presence of a bottom quark either in the initial (t-channel and
W -associated) or in the final state (s-channel). In the case of
initial-state bottom quarks, two di↵erent approaches, the so-
called 4F and 5F schemes, can be followed to perform pertur-
bative calculations.

In the 4F scheme one assumes that the typical scale of
the hard process Q is not significantly higher than bottom
quark mass, which in turn is considerably heavier than ⇤QCD,
Q & mb � ⇤QCD. Technically, one constructs an e↵ective the-
ory of QCD with only four light flavours, where heavier quarks
(bottom and top), being massive, do not contribute to the
initial-state proton wave-function (in terms of parton distribu-
tion functions (PDFs)), nor to the running of the strong cou-
pling, and they appear only as final-state particles. In so doing,
mass e↵ects in the kinematics of heavy-quark production are
correctly taken into account already at the lowest order in per-
turbation theory. In addition, the matching to parton-shower
programs is straightforward, the heavy-quark mass acting as an
infrared cuto↵ for inclusive observables. However, limitations
might arise when Q � mb and one probes kinematic configu-
rations which are dominated by almost collinear g ! bb̄ split-
tings: in this case the accuracy of predictions can be spoiled by
large logarithms log(Q2/m2

b) appearing at all orders in pertur-
bative QCD. Were this the case, such large logarithms would
harm the behaviour of a fixed order expansion in ↵s.

This issue can be addressed in the 5F scheme (and improve-
ments thereof), whose aim is to reorganise the perturbative ex-
pansion by resumming such logarithms via the DGLAP equa-
tions. One starts by assuming Q � mb and defines a scheme
where power corrections of order mb/Q appear at higher orders
in the ↵s expansion. In practice, one sets the bottom mass to
zero and includes bottom quarks in the initial state as proton
constituents.1 In so doing, towers of logarithms associated with

1 The bottom mass can be reinstated explicitly at higher-
orders by systematically including it in diagrams that do not
feature bottom quarks in the initial state, the so-called S-
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are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
as in di↵erential distributions becomes of primary importance.
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the phase of the top quark Yukawa coupling can be predicted,
again at the total as well as at the di↵erential level. This in-
formation is useful to assess the reach of the LHC to constrain
the relevance of this dimension-6 operator (i.e. to bound the
complex coe�cient in front) and, if deviations from the SM are
detected, to quantify them.

The paper is organised as follows. In sect. 2 we introduce
the main features of the Higgs and top quark associated pro-
duction. In sect. 3 we focus on the t-channel production mode,
with a special attention to the issues connected to the 4-flavour
(4F) and 5-flavour (5F) schemes. We describe the settings of
the calculation, present results in the SM for total rates up to
NLO in QCD and their uncertainties, and finally show relevant
di↵erential distributions at NLO matched to a parton shower.
In sect. 4 we shortly consider the s-channel production mecha-
nism, which has a much smaller impact on Higgs phenomenol-
ogy in the SM. We evaluate the total cross sections and its
uncertainties in the SM and show some representative distri-
butions in comparison with the corresponding t-channel ones.
In sect. 5 we study the impact of an anomalous, CP-violating
top quark Yukawa interaction on t-channel production, both
at the total and di↵erential cross section level. We summarise
our findings in sect. 6.
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tion in association with a single top quark. As already men-
tioned in the introduction, at LO in QCD one can e↵ectively

organise the various production mechanisms into three groups,
based on the virtuality of the W boson: t-channel production
features a space-like W , s-channel production a time-like W ,
and W -associated production an on-shell W boson. One has
to bear in mind that while this classification is certainly use-
ful, it is not physical, being an approximation that holds only
at LO and in the 5-flavour scheme. At higher orders in QCD,
or using a di↵erent flavour scheme to define the processes, the
separation becomes increasingly fuzzy, as it will be clarified at
the end of this section.

As in single top production in the SM, tH production is
always mediated by a tWb vertex and therefore it entails the
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initial-state bottom quarks, two di↵erent approaches, the so-
called 4F and 5F schemes, can be followed to perform pertur-
bative calculations.
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the hard process Q is not significantly higher than bottom
quark mass, which in turn is considerably heavier than ⇤QCD,
Q & mb � ⇤QCD. Technically, one constructs an e↵ective the-
ory of QCD with only four light flavours, where heavier quarks
(bottom and top), being massive, do not contribute to the
initial-state proton wave-function (in terms of parton distribu-
tion functions (PDFs)), nor to the running of the strong cou-
pling, and they appear only as final-state particles. In so doing,
mass e↵ects in the kinematics of heavy-quark production are
correctly taken into account already at the lowest order in per-
turbation theory. In addition, the matching to parton-shower
programs is straightforward, the heavy-quark mass acting as an
infrared cuto↵ for inclusive observables. However, limitations
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tings: in this case the accuracy of predictions can be spoiled by
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bative QCD. Were this the case, such large logarithms would
harm the behaviour of a fixed order expansion in ↵s.
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ments thereof), whose aim is to reorganise the perturbative ex-
pansion by resumming such logarithms via the DGLAP equa-
tions. One starts by assuming Q � mb and defines a scheme
where power corrections of order mb/Q appear at higher orders
in the ↵s expansion. In practice, one sets the bottom mass to
zero and includes bottom quarks in the initial state as proton
constituents.1 In so doing, towers of logarithms associated with
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orders by systematically including it in diagrams that do not
feature bottom quarks in the initial state, the so-called S-

2 F. Demartin et al.: Higgs production in association with a single top quark at the LHC

b

t

HWq

g

q’

b t

HW
q

q’

Fig. 1. LO Feynman diagrams for t-channel tH production in the 4F scheme (top) and in the 5F scheme (bottom).

b

t

H
W

q

q’

Fig. 2. LO Feynman diagrams for s-channel tH production.

the residual uncertainties in rates and distributions. Particular
attention is devoted to the uncertainty related to the di↵erent
flavour schemes that can be adopted to compute the dominant
t-channel production mode. The corresponding SM predictions
are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
as in di↵erential distributions becomes of primary importance.
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again at the total as well as at the di↵erential level. This in-
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pansion by resumming such logarithms via the DGLAP equa-
tions. One starts by assuming Q � mb and defines a scheme
where power corrections of order mb/Q appear at higher orders
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t-channel production mode. The corresponding SM predictions
are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
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large logarithms log(Q2/m2

b) appearing at all orders in pertur-
bative QCD. Were this the case, such large logarithms would
harm the behaviour of a fixed order expansion in ↵s.

This issue can be addressed in the 5F scheme (and improve-
ments thereof), whose aim is to reorganise the perturbative ex-
pansion by resumming such logarithms via the DGLAP equa-
tions. One starts by assuming Q � mb and defines a scheme
where power corrections of order mb/Q appear at higher orders
in the ↵s expansion. In practice, one sets the bottom mass to
zero and includes bottom quarks in the initial state as proton
constituents.1 In so doing, towers of logarithms associated with

1 The bottom mass can be reinstated explicitly at higher-
orders by systematically including it in diagrams that do not
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the residual uncertainties in rates and distributions. Particular
attention is devoted to the uncertainty related to the di↵erent
flavour schemes that can be adopted to compute the dominant
t-channel production mode. The corresponding SM predictions
are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
as in di↵erential distributions becomes of primary importance.

We then consider how accurately and precisely the e↵ects
of the (only) dimension-6 operator that modifies the value and
the phase of the top quark Yukawa coupling can be predicted,
again at the total as well as at the di↵erential level. This in-
formation is useful to assess the reach of the LHC to constrain
the relevance of this dimension-6 operator (i.e. to bound the
complex coe�cient in front) and, if deviations from the SM are
detected, to quantify them.

The paper is organised as follows. In sect. 2 we introduce
the main features of the Higgs and top quark associated pro-
duction. In sect. 3 we focus on the t-channel production mode,
with a special attention to the issues connected to the 4-flavour
(4F) and 5-flavour (5F) schemes. We describe the settings of
the calculation, present results in the SM for total rates up to
NLO in QCD and their uncertainties, and finally show relevant
di↵erential distributions at NLO matched to a parton shower.
In sect. 4 we shortly consider the s-channel production mecha-
nism, which has a much smaller impact on Higgs phenomenol-
ogy in the SM. We evaluate the total cross sections and its
uncertainties in the SM and show some representative distri-
butions in comparison with the corresponding t-channel ones.
In sect. 5 we study the impact of an anomalous, CP-violating
top quark Yukawa interaction on t-channel production, both
at the total and di↵erential cross section level. We summarise
our findings in sect. 6.

2 Main features

In this section we introduce the main features of Higgs produc-
tion in association with a single top quark. As already men-
tioned in the introduction, at LO in QCD one can e↵ectively

organise the various production mechanisms into three groups,
based on the virtuality of the W boson: t-channel production
features a space-like W , s-channel production a time-like W ,
and W -associated production an on-shell W boson. One has
to bear in mind that while this classification is certainly use-
ful, it is not physical, being an approximation that holds only
at LO and in the 5-flavour scheme. At higher orders in QCD,
or using a di↵erent flavour scheme to define the processes, the
separation becomes increasingly fuzzy, as it will be clarified at
the end of this section.

As in single top production in the SM, tH production is
always mediated by a tWb vertex and therefore it entails the
presence of a bottom quark either in the initial (t-channel and
W -associated) or in the final state (s-channel). In the case of
initial-state bottom quarks, two di↵erent approaches, the so-
called 4F and 5F schemes, can be followed to perform pertur-
bative calculations.

In the 4F scheme one assumes that the typical scale of
the hard process Q is not significantly higher than bottom
quark mass, which in turn is considerably heavier than ⇤QCD,
Q & mb � ⇤QCD. Technically, one constructs an e↵ective the-
ory of QCD with only four light flavours, where heavier quarks
(bottom and top), being massive, do not contribute to the
initial-state proton wave-function (in terms of parton distribu-
tion functions (PDFs)), nor to the running of the strong cou-
pling, and they appear only as final-state particles. In so doing,
mass e↵ects in the kinematics of heavy-quark production are
correctly taken into account already at the lowest order in per-
turbation theory. In addition, the matching to parton-shower
programs is straightforward, the heavy-quark mass acting as an
infrared cuto↵ for inclusive observables. However, limitations
might arise when Q � mb and one probes kinematic configu-
rations which are dominated by almost collinear g ! bb̄ split-
tings: in this case the accuracy of predictions can be spoiled by
large logarithms log(Q2/m2

b) appearing at all orders in pertur-
bative QCD. Were this the case, such large logarithms would
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flavour schemes that can be adopted to compute the dominant
t-channel production mode. The corresponding SM predictions
are the necessary theoretical input to possibly assess the exis-
tence of deviations due to new physics (be it resonant or not);
to this aim, the study of the uncertainties in total rates as well
as in di↵erential distributions becomes of primary importance.

We then consider how accurately and precisely the e↵ects
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the phase of the top quark Yukawa coupling can be predicted,
again at the total as well as at the di↵erential level. This in-
formation is useful to assess the reach of the LHC to constrain
the relevance of this dimension-6 operator (i.e. to bound the
complex coe�cient in front) and, if deviations from the SM are
detected, to quantify them.
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NLO in QCD and their uncertainties, and finally show relevant
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ogy in the SM. We evaluate the total cross sections and its
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butions in comparison with the corresponding t-channel ones.
In sect. 5 we study the impact of an anomalous, CP-violating
top quark Yukawa interaction on t-channel production, both
at the total and di↵erential cross section level. We summarise
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tioned in the introduction, at LO in QCD one can e↵ectively

organise the various production mechanisms into three groups,
based on the virtuality of the W boson: t-channel production
features a space-like W , s-channel production a time-like W ,
and W -associated production an on-shell W boson. One has
to bear in mind that while this classification is certainly use-
ful, it is not physical, being an approximation that holds only
at LO and in the 5-flavour scheme. At higher orders in QCD,
or using a di↵erent flavour scheme to define the processes, the
separation becomes increasingly fuzzy, as it will be clarified at
the end of this section.

As in single top production in the SM, tH production is
always mediated by a tWb vertex and therefore it entails the
presence of a bottom quark either in the initial (t-channel and
W -associated) or in the final state (s-channel). In the case of
initial-state bottom quarks, two di↵erent approaches, the so-
called 4F and 5F schemes, can be followed to perform pertur-
bative calculations.

In the 4F scheme one assumes that the typical scale of
the hard process Q is not significantly higher than bottom
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Q & mb � ⇤QCD. Technically, one constructs an e↵ective the-
ory of QCD with only four light flavours, where heavier quarks
(bottom and top), being massive, do not contribute to the
initial-state proton wave-function (in terms of parton distribu-
tion functions (PDFs)), nor to the running of the strong cou-
pling, and they appear only as final-state particles. In so doing,
mass e↵ects in the kinematics of heavy-quark production are
correctly taken into account already at the lowest order in per-
turbation theory. In addition, the matching to parton-shower
programs is straightforward, the heavy-quark mass acting as an
infrared cuto↵ for inclusive observables. However, limitations
might arise when Q � mb and one probes kinematic configu-
rations which are dominated by almost collinear g ! bb̄ split-
tings: in this case the accuracy of predictions can be spoiled by
large logarithms log(Q2/m2

b) appearing at all orders in pertur-
bative QCD. Were this the case, such large logarithms would
harm the behaviour of a fixed order expansion in ↵s.

This issue can be addressed in the 5F scheme (and improve-
ments thereof), whose aim is to reorganise the perturbative ex-
pansion by resumming such logarithms via the DGLAP equa-
tions. One starts by assuming Q � mb and defines a scheme
where power corrections of order mb/Q appear at higher orders
in the ↵s expansion. In practice, one sets the bottom mass to
zero and includes bottom quarks in the initial state as proton
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1 The bottom mass can be reinstated explicitly at higher-
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A peculiar process

• tH is one of the few processes 
(with H→𝛄𝛄 gg→HZ and gg→t t)̄ 
sensitive to the sign of yt

plot from Demartin, Mawatari, Vryonidou, MZ, 	
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Fig. 13. Di↵erential distributions for the Higgs boson and the top quark at NLO+PS accuracy in t-channel tH associated
production at the 13-TeV LHC, with di↵erent values of the CP-mixing angles.
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Fig. 14. Shape comparison among di↵erent values of the CP-mixing angles. Pseudorapidity separation between the Higgs and
the top quark (left) and opening angle between the hardest jet and the lepton from the top quark in the lab frame (right).

and gluons can be rescaled independently of the top quark
Yukawa coupling. Assuming that the the top quark dominates
the gluon-fusion (GF) process at the LHC energies, then Hgg !
Htt , Agg ! Att . In so doing, the ratio between the actual
cross section for GF at NLO QCD and the corresponding SM
prediction can be written as

�NLO
gg!X0

�NLO,SM
gg!H

= c2↵ 2
Htt + s2↵

⇣
Att

gAgg

gHgg

⌘2

, (15)

because there is no interference between the scalar and pseu-
doscalar components in the amplitudes for Higgs plus up to
three external partons, see e.g., [26]. In particular, if the rescal-
ing parameters are set to

Htt = 1 , Att = | gHgg/gAgg | = 2/3 , (16)

the SM GF cross section is reproduced for every value of the
CP-mixing phase ↵. Given that current measurements are com-
patible with the expected SM GF production rate, one can
consider the simplified scenario where the condition in eq. (16)
is imposed and the CP-mixing phase ↵ is basically left uncon-
strained by current data.

Figure 12 shows the total cross section for t-channel tX0

production as a function of the CP-mixing angle ↵. We also
show the tt̄X0 cross section, which is not only another pro-
cess sensitive to the modifications of the top quark Yukawa

coupling in eq. (13), but also a background to t-channel pro-
duction. The uncertainty band represents the envelope defined
in sect. 3.2, i.e. the combined scale and flavour-scheme depen-
dence. The tt̄X0 uncertainty band represents the scale depen-
dence only, when the scale is varied by a factor two around
µ0 = 3

p
mT (t)mT (t̄)mT (X0) [26].

The first important observation is that while the GF and
tt̄H cross sections are degenerate under yt ! �yt (depend-
ing quadratically from the top quark Yukawa coupling), in
t-channel production this degeneracy is clearly lifted by the
interference between diagrams where the Higgs couples to the
top quark and to the W boson. In [8,9] it was shown that the
t-channel cross section is enhanced by more than one order of
magnitude when the strength of the top Yukawa coupling is
changed in sign with respect to the SM value. Here we can see
how the same enhancement can take place also in the pres-
ence a continuous rotation in the scalar-pseudoscalar plane.
While not a↵ecting GF (by construction), such a rotation has
an impact also on the tt̄X0 rate, which is in general lower
for a pseudoscalar or CP-mixed state [26]. t-channel produc-
tion lifts another degeneracy present in GF and tt̄X0, namely
↵ ! ⇡ � ↵ . Given the partial compensation between the t-
channel and tt̄X0 cross sections at di↵erent values of ↵, an
analysis which could well separate between the two production
mechanisms would be needed to put stringent constraints on a
CP violating Higgs coupling to the top quark.
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Finally, we go beyond the SM Higgs coupling to the top quark, and present the dependence on the CP-mixing
angle ↵ for the tH and tt̄H production cross sections in fig. 3. The nature of the top quark Yukawa coupling
also a↵ects the loop-induced Higgs coupling to gluons and photons. In the figure, to keep the SM gluon-fusion
production cross section, the rescaling parameters are set to Htt = 1 and Att = 2/3. The LO cross sections
for loop-induced HZ [15] and HH [16] production via gluon fusion are also shown as a reference.
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ū

Z
b̄

b

b̄

b

(d)

g

g

b̄
t̄

W−

ū
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Figure 1: Representative Feynman diagrams for (a)–(c) the full process (top), (d)–(f) tt̄bb̄

production (middle) and (g)–(i) tt̄H production (bottom).

pp → tt̄bb̄ → ℓ+νℓjjbb̄bb̄. Some sample diagrams are shown in Figures 1d–1f. Note

that we use the pole approximation for the top quarks only, hence we take into account

all off-shell effects of the remaining unstable particles. The details of our implemen-

tation of the pole approximation are described in Appendix A. This scenario involves

10 partonic channels, comprising 2 gluon-fusion and 8 quark–antiquark-annihilation

channels. As a consequence of the required top–antitop-quark pair the amplitudes

receive no contribution of O
(

α3
sα
)

.

• Finally, we consider the signal process pp → tt̄H → ℓ+νℓjjbb̄bb̄ and label it t̄tH

production. In addition to the intermediate top–antitop-quark pair we require an in-

termediate Higgs boson decaying into a bottom–antibottom-quark pair and use the

pole approximation for the top-quark pair and the Higgs boson. Here the same 10

partonic channels as in the previous case contribute. The requirement of the Higgs

boson eliminates contributions of the O
(

α2
sα

2
)

from the amplitude. The implementa-

tion of the pole approximation applied to the Higgs boson is explained in Appendix A,

and some sample diagrams are shown in Figures 1g–1i.

– 4 –

t tb̄b:̄ going beyond 	


the pure-QCD contribution

• t tb̄b ̄is usually studied with stable tops 
and including only contributions of 
QCD origin (LO at αs4)	



• Are we missing anything?	


• What is the effect of non-pure-QCD 

diagrams (and of interferences 
between different orders)?	



• Are non-resonant contributions 
important?
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pp → tt̄bb̄ → ℓ+νℓjjbb̄bb̄. Some sample diagrams are shown in Figures 1d–1f. Note

that we use the pole approximation for the top quarks only, hence we take into account

all off-shell effects of the remaining unstable particles. The details of our implemen-

tation of the pole approximation are described in Appendix A. This scenario involves

10 partonic channels, comprising 2 gluon-fusion and 8 quark–antiquark-annihilation

channels. As a consequence of the required top–antitop-quark pair the amplitudes

receive no contribution of O
(

α3
sα
)

.

• Finally, we consider the signal process pp → tt̄H → ℓ+νℓjjbb̄bb̄ and label it t̄tH

production. In addition to the intermediate top–antitop-quark pair we require an in-

termediate Higgs boson decaying into a bottom–antibottom-quark pair and use the

pole approximation for the top-quark pair and the Higgs boson. Here the same 10

partonic channels as in the previous case contribute. The requirement of the Higgs

boson eliminates contributions of the O
(

α2
sα

2
)

from the amplitude. The implementa-

tion of the pole approximation applied to the Higgs boson is explained in Appendix A,

and some sample diagrams are shown in Figures 1g–1i.
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ū

dt

t

t
b

W+

ℓ+

νℓ

g

b̄

b

(e)

g

g

b̄
t̄

W−

ū
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t tb̄b ̄beyond QCD-only:	


Setup and results	



Denner, Feger, Scharf, arXiv:1412.5290

• Simulation done at LO	


• Semi-leptonic top decay	


• Standard cuts on final state leptons, 

missing-ET and (b-)jets	


• Non-QCD effects are large (60% of 

QCD-only) for t tb̄b	̄


• Interference between orders:  

-6% for gg, -5% on sect (rather flat 
on most of the distributions)	



• Non-resonant effects: +3% on gg-qq 
(with similar interferences), +8% on 
xsect due to new partonic channels

16

pp Cross section (fb)

O
(

(α4)2
)

O
(

(αsα
3)2
)

Total

qq̄ 0.014887(2) 2.1467(2) 2.1621(2)

gg – 5.230(1) 5.2298(9)

∑

0.014887(2) 7.377(1) 7.3920(9)

Table 1: Composition of the total cross section in fb for tt̄H production at the LHC at

13TeV. In the first column the partonic initial states are listed. In the second and third

column we list the contributions resulting from the square of matrix elements of specific

orders in the strong and electroweak coupling. The last column provides the total cross

section.

pp Cross section (fb)

O
(

(α4)2
)

O
(

(αsα
3)2
)

O
(

(α2

sα
2)2
)

Sum Total

qq̄ 0.018134(6) 2.4932(9) 0.9199(2) 3.4312(9) 3.4366(6)

gg – 7.818(4) 16.650(9) 24.47(1) 23.010(7)

∑

0.018134(6) 10.311(4) 17.570(9) 27.90(1) 26.446(7)

Table 2: Composition of the total cross section in fb for tt̄bb̄ production at the LHC

at 13TeV. In the first column the partonic initial states are listed. In the second, third

and fourth column we list the contributions resulting from the square of matrix elements of

specific orders in the strong and electroweak coupling. The fifth column shows the sum of

the columns two to four, while the last column provides the total cross section incorporating

all interference effects.

including all interferences. For the total cross section we find a significant enhancement of

the production rate compared to tt̄H production, σTotal
tt̄bb̄

= 26.45 fb, and thus the irreducible

background

σIrred.
tt̄bb̄ = σTotal

t̄tbb̄ − σTotal
t̄tH = 19.06 fb

which exceeds the tt̄H signal by a factor of 2.6. Note that in this definition of the ir-

reducible background interference effects between signal and background amplitudes are

included. The major contribution to the irreducible background (87%) arises from gluon

fusion at O
(

(α2
sα

2)2
)

while for quark–antiquark annihilation we find a relative contribution

of about 5% at this order. A comparison of the results at O
(

(αsα3)2
)

between Table 1

and Table 2 shows a rise of the cross section of 49% (16%) for the gluon-fusion (quark–

antiquark-annihilation) process. These enhancements of the O
(

(αsα3)2
)

contribution in

the tt̄bb̄ scenario result from Feynman diagrams involving electroweak interactions with

Z bosons, W bosons and photons (like in Figure 1e).
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pp→tt̄bb̄→lvjjbb̄bb̄

pp Cross section (fb)

O
(

(α4)2
)

O
(

(αsα
3)2
)

O
(

(α2
sα

2)2
)

O
(

(α3
sα)2

)

Sum Total

gq – 0.231(4) 0.370(2) 0.365(1) 0.966(4) 0.944(9)

gq̄ – 0.0421(6) 0.0679(3) 0.0608(2) 0.1708(7) 0.167(1)

qq(′) 0.001471(2) 0.0575(5) 0.1106(2) 0.07871(9) 0.2483(6) 0.2478(8)

qq̄ 0.01973(3) 2.531(6) 0.957(1) 0.00333(1) 3.511(6) 3.538(4)

gg – 8.01(2) 17.19(6) 0.00756(2) 25.21(6) 23.71(6)

∑

0.02120(3) 10.87(2) 18.69(6) 0.516(2) 30.10(6) 28.60(6)

Table 3: Composition of the total cross section in fb for the full process at the LHC at

13TeV. In the first column the partonic initial states are listed, where qq(′) denotes pairs of

quarks and/or antiquarks other than qq̄. In the columns two to five we list the contributions

resulting from the square of matrix elements of specific orders in the strong and electroweak

coupling. The sixth column shows the sum of the columns two to five, while the last column

provides the total cross section incorporating all interference effects.

A comparison between the fifth (Sum) and sixth (Total) column in Table 2 allows a

determination of interference contributions between matrix elements of different orders in

the coupling constants. Neglecting those interference effects results in an over-estimation

of the cross section of about 5%. The main interference contributions originate from the

gluon-fusion channel, where they reduce the cross section by 6%, while the qq̄ channel is

hardly affected. We could trace the dominant contribution to interferences of diagrams

of O
(

αsα3
)

with W-boson exchange in the t-channel (like in Figure 1e) with diagrams of

O
(

α2
sα

2
)

that yield the dominant irreducible background (like in Figure 1d). We confirmed

the size and sign of these contributions by switching off all other contributions in RECOLA.

We note that these kinds of interferences are absent in the qq̄ channel. We also investigated

the interference of the signal process, i.e. all diagrams of order O
(

αsα3
)

involving s-channel

Higgs-exchange diagrams (like in Figures 1g and 1h) with the dominant irreducible back-

ground of order O
(

α2
sα

2
)

and found it to be below one per cent.

The results for the full process are listed in Table 3. We show contributions resulting

from matrix elements of different orders similar as in Table 2. In addition we list the

contributions of additional partonic channels separately. Here gq and gq̄ denote channels

with gluons and quarks or antiquarks in the initial state and qq(′) all channels involving

two quarks and/or antiquarks in the initial state other than qq̄ (including channels with

gluons in the final state). We compute the total cross section to σTotal
full = 28.60 fb including

all interference effects, with the major contribution (about 83%) arising from the purely

gluon-induced process. The consideration of contributions without an intermediate top–

antitop-quark pair results in an increase of about 3% for both the gg and qq̄ processes
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Bottom line: non-QCD effects may be important	


(how large are they in the t tH̄ signal region?)	



t tb̄b ̄provides a reasonable approximation to the full process

pp→lvjjbb̄bb̄



Marco Zaro, 17-09-2015

Recent results	


for t tV̄V	



Maltoni, Tsinikos, Pagani, arXiv:1507.05640

• All t t+̄1,2 V processes studied at NLO
+PS accuracy	



• NLO corrections essential for realistic 
phenomenology	


• K-factor ~ 2 @100TeV for qq ̄initiated 

processes @LO	


• Huge K factors in pT(t t)̄ for t tV̄ due to 

recoil against hard jets; further 
corrections (t tV̄j @NLO) found to be 
small	



• Detailed study in the context of t tH̄ 
searches

17
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Figure 21. NLO total cross sections from 8 to 100 TeV. The error bands include scale and PDF
uncertainties (added linearly). The upper plot refers to tt̄V processes and tt̄H production, the lower
plot to tt̄V V processes and tt̄tt̄ production. For final states with photons the pT (�) > 20 GeV cut
is applied. – 32 –
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Figure 6. Comparison between differential distribution of the tt̄ transverse momentum in tt̄W± as
obtained from calculations performed at different orders in QCD. The blue and red solid histograms
are obtained from the tt̄W± calculation at LO and NLO respectively. The dashed histograms are
obtained from the tt̄W±j calculation at LO (light blue, purple, and mouse-grey) and at NLO
(green), for different minimum cuts (50, 100, 150 GeV) on the jet pT . The lower inset shows the
differential K-factor as well as the residual uncertainties as given by the tt̄W±j calculation.

↵s and same scale choice in order to consistently compare them with NLO tt̄W± results)
with a minimum pT cut for the jets of 50, 100, 150 GeV, respectively. The three curves,
while having a different threshold behaviour, all tend smoothly to the tt̄W± prediction
at NLO at high pT (tt̄), clearly illustrating the fact that the dominant contributions come
from kinematic configurations featuring a hard jet, such as those depicted on the right of
fig. 5. Finally, the dashed green line is the pT (tt̄) as obtained from tt̄W±j at NLO in QCD
with a minimum pT cut of the jet of 100 GeV. This prediction for pT (tt̄) at high pT is
stable and reliable, and in particular does not feature any large K-factor, as can be seen
in the lower inset which displays the differential K-factor for tt̄W±j production with pT

cut of the jet of 100 GeV. For large pT (tt̄), NLO corrections to tt̄W±j reduce the scale
dependence of LO predictions, but do not increase their central value. Consequentially, as
we do not expect large effects from NNLO corrections in tt̄W± production at large pT (tt̄),
a simulation of NLO tt̄V +jets merged sample à la FxFx [50] should be sufficient to provide
reliable predictions over the full phase space.

For completeness, we provide in table 2 the total cross sections at LO and NLO accuracy
for tt̄W±j, as well as tt̄Zj and tt̄Hj production, with a cut pT (j) > 100 GeV. At variance
with what has been done in fig. 6, LO cross sections are calculated with LO PDFs and the
corresponding ↵s, as done in the rest of the article.

The mechanism discussed in detail in previous paragraphs is also the source of the giant
K-factors for large pT (tt̄) in tt̄� production, see fig. 4. This process can originate from the

– 12 –



Marco Zaro, 17-09-2015

Recent results	


for t tV̄V	



Maltoni, Tsinikos, Pagani, arXiv:1507.05640

• All t t+̄1,2 V processes studied at NLO
+PS accuracy	



• NLO corrections essential for realistic 
phenomenology	


• K-factor ~ 2 @100TeV for qq ̄initiated 

processes @LO	


• Huge K factors in pT(t t)̄ for t tV̄ due to 

recoil against hard jets; further 
corrections (t tV̄j @NLO) found to be 
small	



• Detailed study in the context of t tH̄ 
searches

17

 [
p

b
]

N
L
O

σ

-110

1

10

210

H production at pp colliders at NLO in QCDtV, ttt

Ztt

±Wtt

γtt

Htt

 , MSTW2008 NLO PDFs (68% cl)
g

µ = 
r

µ = 
f

µcentral 

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

| | | | |

-f
a
ct

o
rs

K 1

1.2

1.4

| | | | |

 [TeV]s

-f
a
ct

o
rs

K

1

1.5

2

8 13
|

14
|

25
|

33
|

50
|

100

 [
fb

]
N

L
O

σ

1

10

210

310

410
 production at pp colliders at NLO in QCDtttVV, ttt

ZZtt

[4f]
-

W
+

Wtt

γγtt

Z±Wtt

γZtt

γ±Wtt

 , MSTW2008 NLO PDFs (68% cl)
g

µ = 
r

µ = 
f

µcentral 

tttt

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

| | | | |

-f
a
ct

o
rs

K 1

1.2

1.4

| | | | |

 [TeV]s

-f
a
ct

o
rs

K

1

1.5

2

8 13
|

14
|

25
|

33
|

50
|

100
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uncertainties (added linearly). The upper plot refers to tt̄V processes and tt̄H production, the lower
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while having a different threshold behaviour, all tend smoothly to the tt̄W± prediction
at NLO at high pT (tt̄), clearly illustrating the fact that the dominant contributions come
from kinematic configurations featuring a hard jet, such as those depicted on the right of
fig. 5. Finally, the dashed green line is the pT (tt̄) as obtained from tt̄W±j at NLO in QCD
with a minimum pT cut of the jet of 100 GeV. This prediction for pT (tt̄) at high pT is
stable and reliable, and in particular does not feature any large K-factor, as can be seen
in the lower inset which displays the differential K-factor for tt̄W±j production with pT

cut of the jet of 100 GeV. For large pT (tt̄), NLO corrections to tt̄W±j reduce the scale
dependence of LO predictions, but do not increase their central value. Consequentially, as
we do not expect large effects from NNLO corrections in tt̄W± production at large pT (tt̄),
a simulation of NLO tt̄V +jets merged sample à la FxFx [50] should be sufficient to provide
reliable predictions over the full phase space.

For completeness, we provide in table 2 the total cross sections at LO and NLO accuracy
for tt̄W±j, as well as tt̄Zj and tt̄Hj production, with a cut pT (j) > 100 GeV. At variance
with what has been done in fig. 6, LO cross sections are calculated with LO PDFs and the
corresponding ↵s, as done in the rest of the article.

The mechanism discussed in detail in previous paragraphs is also the source of the giant
K-factors for large pT (tt̄) in tt̄� production, see fig. 4. This process can originate from the

– 12 –

13 TeV �[fb] SR1 SR2 SR3

NLO+PS 1.54+5.1%
�9.0%

+2.2%
�2.6%

± 0.02 1.47+5.2%
�9.0%

+2.0%
�2.4%

± 0.02 0.095+7.4%
�9.7%

+2.0%
�2.4%

± 0.002

tt̄H(H ! WW⇤) LO+PS 1.401+35.6%
�24.4%

+2.1%
�2.2%

± 0.008 1.355+35.2%
�24.1%

+2.0%
�2.2%

± 0.008 0.0855+34.9%
�24.0%

+2.0%
�2.2%

± 0.0007

K = 1.10 KPS 1.10 ± 0.02 1.09 ± 0.02 1.11 ± 0.02

NLO+PS 0.0437+5.5%
�9.2%

+2.3%
�2.8%

± 0.0004 0.119+6.3%
�9.6%

+2.1%
�2.5%

± 0.002 0.0170+5.0%
�8.5%

+2.0%
�2.4%

± 0.0003

tt̄H(H ! ZZ⇤) LO+PS 0.0404+36.1%
�24.6%

+2.2%
�2.3%

± 0.0002 0.1092+35.3%
�24.2%

+2.0%
�2.2%

± 0.0008 0.0152+34.7%
�23.9%

+1.9%
�2.1%

± 0.0001

K = 1.10 KPS 1.08 ± 0.01 1.09 ± 0.02 1.12 ± 0.02

NLO+PS 0.563+4.6%
�8.8%

+2.2%
�2.7%

± 0.007 0.669+6.0%
�9.4%

+2.1%
�2.6%

± 0.008 0.0494+7.1%
�9.9%

+2.1%
�2.5%

± 0.0007

tt̄H(H ! ⌧+⌧�) LO+PS 0.513+35.9%
�24.5%

+2.2%
�2.3%

± 0.003 0.611+35.4%
�24.2%

+2.1%
�2.2%

± 0.003 0.0438+35.1%
�24.1%

+2.0%
�2.2%

± 0.0003

K = 1.10 KPS 1.10 ± 0.02 1.10 ± 0.01 1.13 ± 0.02

NLO+PS 5.77+15.1%
�12.7%

+1.6%
�1.2%

± 0.07 2.44+13.1%
�11.6%

+1.7%
�1.4%

± 0.01 -

tt̄W± LO+PS 4.57+27.7%
�20.2%

+1.8%
�1.9%

± 0.03 1.989+27.5%
�20.0%

+1.8%
�1.9%

± 0.007 -

K = 1.22 KPS 1.26 ± 0.02 1.23 ± 0.01 -

NLO+PS 1.61+7.7%
�10.5%

+2.0%
�2.5%

± 0.02 2.70+9.0%
�11.2%

+2.0%
�2.5%

± 0.03 0.280+9.8%
�11.0%

+1.9%
�2.3%

± 0.003

tt̄Z/�⇤ LO+PS 1.422+36.8%
�24.9%

+2.2%
�2.3%

± 0.008 2.21+36.4%
�24.7%

+2.1%
�2.2%

± 0.01 0.221+35.8%
�24.4%

+2.0%
�2.2%

± 0.001

K = 1.23 KPS 1.13 ± 0.02 1.23 ± 0.01 1.27 ± 0.01

NLO+PS 0.288+8.0%
�11.1%

+2.3%
�2.6%

± 0.003 0.201+7.4%
�10.7%

+2.1%
�2.3%

± 0.003 0.0116+6.9%
�10.2%

+2.2%
�2.3%

± 0.0002

tt̄W+W� LO+PS 0.260+38.4%
�25.5%

+2.3%
�2.3%

± 0.001 0.181+38.0%
�25.3%

+2.2%
�2.2%

± 0.001 0.01073+37.7%
�25.1%

+2.2%
�2.2%

± 0.00008

K = 1.10 KPS 1.11 ± 0.01 1.11 ± 0.01 1.08 ± 0.02

NLO+PS 0.340+27.5%
�25.8%

+5.5%
�6.4%

± 0.004 0.211+27.4%
�25.6%

+5.2%
�6.1%

± 0.003 0.0110+27.0%
�25.5%

+5.0%
�5.9%

± 0.0002

tt̄tt̄ LO+PS 0.271+80.9%
�41.5%

+4.6%
�4.6%

± 0.001 0.166+80.3%
�41.4%

+4.4%
�4.4%

± 0.001 0.00871+79.8%
�41.2%

+4.2%
�4.2%

± 0.00007

K = 1.22 KPS 1.26 ± 0.02 1.27 ± 0.02 1.26 ± 0.03

13 TeV �[ab] SR1 SR2 SR3

NLO+PS 9.60+3.5%
�8.4%

+1.8%
�1.8%

± 0.06 5.02+3.7%
�8.3%

+1.8%
�1.7%

± 0.04 0.249+7.2%
�9.6%

+1.9%
�1.8%

± 0.009

tt̄ZZ LO+PS 9.71+36.3%
�24.5%

+1.9%
�1.9%

± 0.02 5.08+35.9%
�24.3%

+1.9%
�1.9%

± 0.02 0.250+35.5%
�24.2%

+1.9%
�1.9%

± 0.004

K = 0.99 KPS 0.99 ± 0.01 0.99 ± 0.01 1.00 ± 0.04

NLO+PS 62.0+9.0%
�10.2%

+2.2%
�1.6%

± 0.7 27.9+9.2%
�10.3%

+2.3%
�1.7%

± 0.5 0.91+7.2%
�9.2%

+2.4%
�1.7%

± 0.02

tt̄W±Z LO+PS 60.2+32.2%
�22.6%

+2.4%
�2.3%

± 0.3 26.4+32.0%
�22.5%

+2.4%
�2.2%

± 0.2 0.893+31.9%
�22.4%

+2.4%
�2.2%

± 0.009

K = 1.06 KPS 1.03 ± 0.01 1.06 ± 0.02 1.02 ± 0.02

Table 7. NLO and LO cross sections for signal and background processes for tt̄H to multileptons
at 13 TeV. The first uncertainty is given by scale variation, the second by PDFs. The assigned error
is the statistical Monte Carlo uncertainty.

and/or at different energies, K and KPS could be in principle different and spin correlation
effects may be not negligible. Thus, a genuine NLO+PS simulation is always preferable.

cases that spin-correlation effects do not sensitively alter the results.
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Is a 1% measurement of yt possible?	


 Ratios (and the FCC) can help…	



Mangano, Plehn, Reimitz, Schell, Shao, arXiv:1507.08169

• t tH̄ and t tZ̄ are quite similar processes, with rather large 
theoretical uncertainties (~10%).	


• Dominant production mode (gg) has identical diagrams 

Correlated QCD corrections, scale and αS systematics	


!
!
!

• Almost identical kinematics boundaries (mZ~mH)  
Correlated PDF and mt systematics
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1. Results

1.1 Total cross sections

The default parameter setup is:

Parameter value Parameter value

Gµ 1.1987498350461625 · 10�5 nlf 5

mt 173.3 yt 173.3

mW 80.419 mZ 91.188

mH 125.0 ↵�1 128.930

We also take MSTW2008 NLO [1] as our default PDF and µR = µF = µ0 =
P

f2final statesmT,f/2

as our default central scale, where mT,f is the transverse mass of the final particle f .

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)/�(tt̄Z)

13 TeV 0.475+5.79%+3.33%
�9.04%�3.08% 0.785+9.81%+3.27%

�11.2%�3.12% 0.606+2.45%+0.525%
�3.66%�0.319%

100 TeV 33.9+7.06%+2.17%
�8.29%�2.18% 57.9+8.93%+2.24%

�9.46%�2.43% 0.585+1.29%+0.314%
�2.02%�0.147%

Table 1: Total cross sections �(tt̄H) and �(tt̄Z) and the ratios �(tt̄H)/�(tt̄Z) with NLO

QCD corrections at 13 TeV LHC and 100 TeV FCC. Results are presented together with

the renormalization/factorization scale and PDF+↵s uncertainties.

The comparison of total cross sections and the ratios by using LHAPDF 5.9.1 [2] with

MSTW2008 NLO [1], CT10 NLO [3] and NNPDF2.3 NLO [4] is shown in tables. 2 and 3.

The PDF uncertainties in the ratio �(tt̄H)/�(tt̄Z) is at permille level.

By varing some parameters in the setup, we show the corresponding results in tables. 4

and 5. It is shown that the changing of the central scale to fixed scale µ0 = mt +mH,Z/2

– 1 –

NLO QCD

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

Table 2: Results with NLO QCD corrections at 13 TeV LHC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 33.9+7.06%+0.941%
�8.29%�1.26% 57.9+8.93%+0.901%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.781%
�6.47%�0.781% 56.9+7.62%+0.754%

�7.29%�0.754% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 3: Results with NLO QCD corrections at 100 TeV FCC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

default 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

µ0 = mt +mH,Z/2 0.529+5.96%+2.13%
�9.42%�2.65% 0.885+9.93%+2.03%

�11.6%�2.51% 0.597+2.45%+0.219%
�3.61%�0.267%

mt = yt = 174.1 GeV 0.474+5.74%+2.02%
�9.01%�2.50% 0.773+9.76%+1.93%

�11.2%�2.39% 0.614+2.45%+0.218%
�3.66%�0.246%

mt = yt = 172.5 GeV 0.475+5.81%+2.01%
�9.05%�2.49% 0.795+9.82%+1.93%

�11.2%�2.39% 0.597+2.45%+0.210%
�3.65%�0.246%

mH = 126.0 GeV 0.464+5.80%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.593+2.42%+0.205%
�3.62%�0.247%

Table 4: Results with NLO QCD corrections at 13 TeV LHC by varying some parameter

values. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

will alter the ratio �(tt̄H)/�(tt̄Z) by 1%�1.5%, the uncertainty of mt value will alter it by

1.5% and the uncertainty of mH results in 2%. Some interesting features can also be seen

from these two tables. It is seen that �(tt̄H) is almost insensitive to the value of mt = yt,

while it is sensitive to the Higgs mass mH . In contrast, �(tt̄Z) is independent of mH but

sensitive to the value of mt.

The results inGµ-scheme are listed in Table 9. InGµ-scheme, we use ↵�1 = 132.50699632834286

and Gµ = 1.166390 · 10�5. The weak corrections to the ratio �(tt̄H)/�(tt̄Z) is at about

2% level, which is already comparable to the uncertainty of NLO QCD result.

1.2 Renormalization and factorization scales dependences

Within MadGraph5 aMC@NLO framework, the results with di↵erent renormalization and
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�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

Table 2: Results with NLO QCD corrections at 13 TeV LHC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 33.9+7.06%+0.941%
�8.29%�1.26% 57.9+8.93%+0.901%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.781%
�6.47%�0.781% 56.9+7.62%+0.754%

�7.29%�0.754% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 3: Results with NLO QCD corrections at 100 TeV FCC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

default 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

µ0 = mt +mH,Z/2 0.529+5.96%+2.13%
�9.42%�2.65% 0.885+9.93%+2.03%

�11.6%�2.51% 0.597+2.45%+0.219%
�3.61%�0.267%

mt = yt = 174.1 GeV 0.474+5.74%+2.02%
�9.01%�2.50% 0.773+9.76%+1.93%

�11.2%�2.39% 0.614+2.45%+0.218%
�3.66%�0.246%

mt = yt = 172.5 GeV 0.475+5.81%+2.01%
�9.05%�2.49% 0.795+9.82%+1.93%

�11.2%�2.39% 0.597+2.45%+0.210%
�3.65%�0.246%

mH = 126.0 GeV 0.464+5.80%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.593+2.42%+0.205%
�3.62%�0.247%

Table 4: Results with NLO QCD corrections at 13 TeV LHC by varying some parameter

values. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

will alter the ratio �(tt̄H)/�(tt̄Z) by 1%�1.5%, the uncertainty of mt value will alter it by

1.5% and the uncertainty of mH results in 2%. Some interesting features can also be seen

from these two tables. It is seen that �(tt̄H) is almost insensitive to the value of mt = yt,

while it is sensitive to the Higgs mass mH . In contrast, �(tt̄Z) is independent of mH but

sensitive to the value of mt.

The results inGµ-scheme are listed in Table 9. InGµ-scheme, we use ↵�1 = 132.50699632834286

and Gµ = 1.166390 · 10�5. The weak corrections to the ratio �(tt̄H)/�(tt̄Z) is at about

2% level, which is already comparable to the uncertainty of NLO QCD result.

1.2 Renormalization and factorization scales dependences

Within MadGraph5 aMC@NLO framework, the results with di↵erent renormalization and
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100TeV

Measuring the Top Yukawa Coupling at 100 TeV 5

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.

Measuring the Top Yukawa Coupling at 100 TeV 5

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.

Measuring the Top Yukawa Coupling at 100 TeV 5

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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Is a 1% measurement of yt possible?	


 Ratios (and the FCC) can help…	
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• t tH̄ and t tZ̄ are quite similar processes, with rather large 
theoretical uncertainties (~10%).	


• Dominant production mode (gg) has identical diagrams 

Correlated QCD corrections, scale and αS systematics	


!
!
!

• Almost identical kinematics boundaries (mZ~mH)  
Correlated PDF and mt systematics
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1. Results

1.1 Total cross sections

The default parameter setup is:

Parameter value Parameter value

Gµ 1.1987498350461625 · 10�5 nlf 5

mt 173.3 yt 173.3

mW 80.419 mZ 91.188

mH 125.0 ↵�1 128.930

We also take MSTW2008 NLO [1] as our default PDF and µR = µF = µ0 =
P

f2final statesmT,f/2

as our default central scale, where mT,f is the transverse mass of the final particle f .

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)/�(tt̄Z)

13 TeV 0.475+5.79%+3.33%
�9.04%�3.08% 0.785+9.81%+3.27%

�11.2%�3.12% 0.606+2.45%+0.525%
�3.66%�0.319%

100 TeV 33.9+7.06%+2.17%
�8.29%�2.18% 57.9+8.93%+2.24%

�9.46%�2.43% 0.585+1.29%+0.314%
�2.02%�0.147%

Table 1: Total cross sections �(tt̄H) and �(tt̄Z) and the ratios �(tt̄H)/�(tt̄Z) with NLO

QCD corrections at 13 TeV LHC and 100 TeV FCC. Results are presented together with

the renormalization/factorization scale and PDF+↵s uncertainties.

The comparison of total cross sections and the ratios by using LHAPDF 5.9.1 [2] with

MSTW2008 NLO [1], CT10 NLO [3] and NNPDF2.3 NLO [4] is shown in tables. 2 and 3.

The PDF uncertainties in the ratio �(tt̄H)/�(tt̄Z) is at permille level.

By varing some parameters in the setup, we show the corresponding results in tables. 4

and 5. It is shown that the changing of the central scale to fixed scale µ0 = mt +mH,Z/2

– 1 –

NLO QCD

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

Table 2: Results with NLO QCD corrections at 13 TeV LHC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 33.9+7.06%+0.941%
�8.29%�1.26% 57.9+8.93%+0.901%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.781%
�6.47%�0.781% 56.9+7.62%+0.754%

�7.29%�0.754% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 3: Results with NLO QCD corrections at 100 TeV FCC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

default 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

µ0 = mt +mH,Z/2 0.529+5.96%+2.13%
�9.42%�2.65% 0.885+9.93%+2.03%

�11.6%�2.51% 0.597+2.45%+0.219%
�3.61%�0.267%

mt = yt = 174.1 GeV 0.474+5.74%+2.02%
�9.01%�2.50% 0.773+9.76%+1.93%

�11.2%�2.39% 0.614+2.45%+0.218%
�3.66%�0.246%

mt = yt = 172.5 GeV 0.475+5.81%+2.01%
�9.05%�2.49% 0.795+9.82%+1.93%

�11.2%�2.39% 0.597+2.45%+0.210%
�3.65%�0.246%

mH = 126.0 GeV 0.464+5.80%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.593+2.42%+0.205%
�3.62%�0.247%

Table 4: Results with NLO QCD corrections at 13 TeV LHC by varying some parameter

values. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

will alter the ratio �(tt̄H)/�(tt̄Z) by 1%�1.5%, the uncertainty of mt value will alter it by

1.5% and the uncertainty of mH results in 2%. Some interesting features can also be seen

from these two tables. It is seen that �(tt̄H) is almost insensitive to the value of mt = yt,

while it is sensitive to the Higgs mass mH . In contrast, �(tt̄Z) is independent of mH but

sensitive to the value of mt.

The results inGµ-scheme are listed in Table 9. InGµ-scheme, we use ↵�1 = 132.50699632834286

and Gµ = 1.166390 · 10�5. The weak corrections to the ratio �(tt̄H)/�(tt̄Z) is at about

2% level, which is already comparable to the uncertainty of NLO QCD result.

1.2 Renormalization and factorization scales dependences

Within MadGraph5 aMC@NLO framework, the results with di↵erent renormalization and

– 2 –

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

Table 2: Results with NLO QCD corrections at 13 TeV LHC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 33.9+7.06%+0.941%
�8.29%�1.26% 57.9+8.93%+0.901%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.781%
�6.47%�0.781% 56.9+7.62%+0.754%

�7.29%�0.754% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 3: Results with NLO QCD corrections at 100 TeV FCC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

default 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

µ0 = mt +mH,Z/2 0.529+5.96%+2.13%
�9.42%�2.65% 0.885+9.93%+2.03%

�11.6%�2.51% 0.597+2.45%+0.219%
�3.61%�0.267%

mt = yt = 174.1 GeV 0.474+5.74%+2.02%
�9.01%�2.50% 0.773+9.76%+1.93%

�11.2%�2.39% 0.614+2.45%+0.218%
�3.66%�0.246%

mt = yt = 172.5 GeV 0.475+5.81%+2.01%
�9.05%�2.49% 0.795+9.82%+1.93%

�11.2%�2.39% 0.597+2.45%+0.210%
�3.65%�0.246%

mH = 126.0 GeV 0.464+5.80%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.593+2.42%+0.205%
�3.62%�0.247%

Table 4: Results with NLO QCD corrections at 13 TeV LHC by varying some parameter

values. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

will alter the ratio �(tt̄H)/�(tt̄Z) by 1%�1.5%, the uncertainty of mt value will alter it by

1.5% and the uncertainty of mH results in 2%. Some interesting features can also be seen

from these two tables. It is seen that �(tt̄H) is almost insensitive to the value of mt = yt,

while it is sensitive to the Higgs mass mH . In contrast, �(tt̄Z) is independent of mH but

sensitive to the value of mt.

The results inGµ-scheme are listed in Table 9. InGµ-scheme, we use ↵�1 = 132.50699632834286

and Gµ = 1.166390 · 10�5. The weak corrections to the ratio �(tt̄H)/�(tt̄Z) is at about

2% level, which is already comparable to the uncertainty of NLO QCD result.

1.2 Renormalization and factorization scales dependences

Within MadGraph5 aMC@NLO framework, the results with di↵erent renormalization and

– 2 –

100TeV
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV
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�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%
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�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
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NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%
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�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)
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default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)
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�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
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Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)
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default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.

With 20ab-1, the ratio NH/NZ 	


can be measured at 1% (stat. unc.)



Marco Zaro, 17-09-2015

Conclusions:
• t tH̄ (and tH) are crucial processes to study the top/Higgs 

sector	


• Sensitive to top Yukawa (and its sign) and to Higgs CP properties	



• Need for precise predictions both for total cross section and 
fully differential studies 	


• NLO+PS available for signal and all main backgrounds	


• t tH̄ @ NLO+NLL recently computed 	


• NLO EW corrections available for t tH̄/Z/W	


• tH NLO+PS predictions available in the 4FS → better description at fully 

differential level	


• Non-QCD effects can be important for t tb̄b ̄simulation	



• Spin correlations have to be included in simulations for Higgs 
CP studies and to enhance S/B discrimination	



• The FCC can help for a precise determination of yt	


• First studies have just appeared

19



Marco Zaro, 17-09-2015

Backup slides
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Including spin correlations at NLO	


Frixione, Leanen, Motylinski, Webber, arXiv:hep-ph/0702198

• Generate events (to be showered) for the 
production process MP	



• Before showering, produce a decayed event file 
starting from the undecayed events	



• Exploit the fact that |M2P+D|/|M2P| is bounded from 
above	



• The generation of unweighted decayed events is 
possible: generate many kinematics configurations 
until	



• In NLO computations use only tree-level matrix 
elements (with n or n+1 particles)	



• Loop effects on spin correlation assumed to be 
negligible	



• Automated in MadSpin (MadGraph5_aMC@NLO) 
and Decayer (PowHel)
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Artoisenet, Frederix, Mattelaer, Rietkerk, arXiv:1212.3460	


Garzelli, Kardos, Trocsanyi, arXiv:1405.5859
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Recent results	


for t tV̄ and t tV̄V	



Frixione, Hirschi, Pagani, Shao, MZ, arXiv:1504.03446

• NLO Electroweak corrections recently computed for t tZ̄/W 
(and t tH̄) 
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tt̄Z : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 1.379 · 10−1 5.282 · 10−1 (1.955 · 10−2) 37.69

NLO QCD 5.956 · 10−2 2.426 · 10−1 (7.856 · 10−3) 18.99

LO EW 6.552 · 10−4 −2.172 · 10−4 (4.039 · 10−4) −4.278 · 10−1

LO EW no γ −1.105 · 10−3 −5.771 · 10−3 (−6.179 · 10−5) −5.931 · 10−1

NLO EW −4.540 · 10−3 −2.017 · 10−2 (−2.172 · 10−3) −1.974

NLO EW no γ −5.069 · 10−3 −2.158 · 10−2 (−2.252 · 10−3) −2.036

HBR 1.316 · 10−3 5.056 · 10−3 (4.162 · 10−4) 3.192 · 10−1

Table 5: Same as in table 3, for tt̄Z production.

tt̄Z : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 43.2+12.8
−15.9 ± 3.6 45.9+13.2

−15.5 ± 2.9 (40.2+11.1
−15.0 ± 4.7) 50.4+11.4

−10.9 ± 1.1

LO EW 0.5 ± 0.9 0.0 ± 0.7 (2.1 ± 1.6) −1.1± 0.2

LO EW no γ −0.8± 0.1 −1.1± 0.0 (−0.3 ± 0.0) −1.6± 0.0

NLO EW −3.3± 0.3 −3.8± 0.2 (−11.1 ± 0.5) −5.2± 0.1

NLO EW no γ −3.7± 0.1 −4.1± 0.1 (−11.5 ± 0.3) −5.4± 0.0

HBR 0.95 0.96 (2.13) 0.85

Table 6: Same as in table 4, for tt̄Z production.

tt̄H and tt̄Z production, while it decreases for tt̄W± production. At the 8-TeV LHC, NLO

EW terms have the largest impact on tt̄W+ (about 17% of the NLO QCD ones), and the

smallest on tt̄H (2.7%). This is reflected in the fact that for tt̄W± production the NLO

EW effects are barely within the NLO QCD scale uncertainty band; conversely, for tt̄H and

tt̄Z production NLO EW contributions are amply within the NLO QCD uncertainties. By

imposing at the NLO EW level and at the 13-TeV LHC the boosted conditions enforced by

eq. (3.1), the change w.r.t. the non-boosted scenario is largest in the case of tt̄H production

(by a factor equal to about 6.8); tt̄Z and tt̄W± behave similarly, with enhancement factors

in the range 2.5 − 3. However, for all processes the boosted kinematics are such that the
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tt̄W+ : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 1.003 · 10−1 2.496 · 10−1 (7.749 · 10−3) 3.908

NLO QCD 4.089 · 10−2 1.250 · 10−1 (4.624 · 10−3) 6.114

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.899 · 10−3 −1.931 · 10−2 (−1.490 · 10−3) −3.650 · 10−1

NLO EW no γ −7.103 · 10−3 −1.988 · 10−2 (−1.546 · 10−3) −3.762 · 10−1

HBR 2.414 · 10−3 9.677 · 10−3 (5.743 · 10−4) 8.409 · 10−1

Table 7: Same as in table 3, for tt̄W+ production.

tt̄W+ : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 40.8+11.2
−12.3 ± 2.9 50.1+14.2

−13.5 ± 2.4 (59.7+18.9
−17.7 ± 3.1) 156.4+38.3

−35.0 ± 2.4

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.9± 0.2 −7.7± 0.2 (−19.2 ± 0.7) −9.3± 0.2

NLO EW no γ −7.1± 0.2 −8.0± 0.2 (−20.0 ± 0.5) −9.6± 0.1

HBR 2.41 3.88 (7.41) 21.52

Table 8: Same as in table 4, for tt̄W+ production.

with those of table 6 of ref. [31] relevant to the weak-only contributions to the NLO cross

section, one sees that the relative impact of QED effects decreases with the c.m. energy

and is rather negligible in the boosted scenario, as expected. These QED effects have the

opposite sign w.r.t. those of weak origin, and can be as large as half of the latter at the

LHC Run I.

As far as the HBR cross sections are concerned, some general considerations about

the various mechanisms that govern the (partial) compensation between these terms and

the one-loop contributions of weak origin have already been given in ref. [31]; they are

not tt̄H-specific, and hence will not be repeated here. We limit ourselves to observing, by

inspection of tables 4, 6, 8, and 10, that relative to the LO QCD cross sections the tt̄H

and tt̄Z HBR contributions have a mild dependence on the c.m. energy (slightly increasing

for the former process and decreasing for the latter one); the NLO EW contribution tend

to become clearly dominant over HBR by increasing the collider energy and especially in

a boosted scenario. The situation is quite the opposite for tt̄W± production, where the

growth of the HBR rates is not matched by that of the NLO EW terms, so that the HBR

cross section is largely dominant over the latter at a 100 TeV collider (but not quite so in

a boosted configuration at the LHC Run II). The origin of this fact is the same as that

responsible for the growth of the NLO QCD contributions, namely partonic luminosities;

in particular, the tt̄W+W− final state can be obtained from a gg-initiated partonic process.

While the above statement must be carefully reconsidered in the context of fully-realistic

simulations, where acceptance cuts are imposed on the decay products of the tops and of
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• t tZ̄: corrections are slightly larger than t tH̄, with similar overall behaviour	


• t tW̄ receives sizeable EW corrections even in the un-boosted regime

More in D. Pagani’s talk this afternoon



Marco Zaro, 17-09-2015

NLO QCD corrections to 	


bbē+μ-ννH 	



Denner, Feger, arXiv:1506.07448

• All simulations of t tH̄ done either with stable tops or including 
decays in the NWA	



• First computation that consistently includes off-shell and non-
resonant effects (unified description of t tH̄, tWH, …)	



• All matrix elements computed with RECOLA (up to 7-points 
loops) in the complex-mass scheme	



• Two b-jets (anti-kT, R=0.4) and two leptons required with	


!
!
!

• Compare results with fixed or dynamical scales

23

ΦTP2Setup for phenomenological analysis

pp collider energy: 13TeV

PDFs: CT10 LO and CT10 NLO Lai et al. ’10

scales:
fixed scale: µR = µF = mt +

1
2MH = 236GeV Beenakker et al. ’03

dynamical scale: µR = µF = (mt,Tmt̄,TmH,T)1/3 with mT =
√

m2 + p2T
Frederix et al. ’11

top-quark width including off-shell W-boson effects (t → bl+νl)
from Jezabek, Kühn ’89

jet clustering: anti-kT algorithm with ∆R = 0.4 Cacciari, Salam, Soyez ’08

cuts: require two bottom jets and two charged leptons with

pT,b > 25GeV, |ηb| < 2.5

pT,l > 20GeV, |ηl| < 2.5

pT,miss > 20GeV

∆Rbb > 0.4

Radcor 2015 and Loopfest XIV, UCLA, June 15–19, 2015 Ansgar Denner (Würzburg) Precise predictions for Higgs production in association with top quarks 1 – p.21
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Radcor 2015 and Loopfest XIV, UCLA, June 15–19, 2015 Ansgar Denner (Würzburg) Precise predictions for Higgs production in association with top quarks 1 – p.21
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NLO QCD corrections to 	


bbē+μ-ννH: Results

• Small (<1%) effect of scale choice on total cross section	


• Important reduction of scale uncertainties at NLO 	


• K-factor similar to t tH̄ with same scale settings	


• Finite width effects of the order of Γt/mt
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Figure 3: Scale dependence of the LO and

NLO integrated cross section at the 13TeV

LHC. The renormalization and factorization

scale are varied around the central values of

the fixed (µ0 = µfix) and dynamical scale

(µ0 = µdyn).
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Figure 4: Zero-top-width extrapolation of

the LO and NLO cross section at the LHC

at
√
s = 13TeV for fixed scale µ0 = µfix.

With µ̄dyn = 222.4GeV it corresponds to a slight effective decrease of the fixed scale by

only about 6%.

Since integrated cross sections and NLO effects are very similar, the following con-

siderations hold true for both, the dynamical and fixed scale: The major contributions

to the cross section originate from the gluon-fusion process, with about 70% at LO while

increasing at NLO to 76%. The contribution of the quark–antiquark annihilation drops

from about 30% at LO to 19%. At NLO the gluon–(anti)quark induced real-radiation

subprocesses contribute about 5% to the integrated cross section. The inclusion of NLO

QCD corrections reduces the scale dependence from 31% to 5%.

In Figure 3 we display the dependence of the integrated LO (blue) and NLO (red) cross

sections on the values of the fixed (dashed line) and dynamical scale (solid line). The cross

sections for both scale choices are uniformly shifted relative to each other by about 1% as

for the central scale µ0 both for LO and NLO except for µ < µ0/2, where the fixed scale

leads to a faster decrease of the cross section with µ as the dynamical scale. For both the

fixed and dynamical scale the maximum of the NLO cross section is near µ ≃ µ0, justifying

the use of both scale choices to be stable against scale variations. The K factor equals one

at the slightly lower scale of about µ ≃ 0.7µ0
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only about 6%.

Since integrated cross sections and NLO effects are very similar, the following con-

siderations hold true for both, the dynamical and fixed scale: The major contributions

to the cross section originate from the gluon-fusion process, with about 70% at LO while

increasing at NLO to 76%. The contribution of the quark–antiquark annihilation drops

from about 30% at LO to 19%. At NLO the gluon–(anti)quark induced real-radiation

subprocesses contribute about 5% to the integrated cross section. The inclusion of NLO

QCD corrections reduces the scale dependence from 31% to 5%.

In Figure 3 we display the dependence of the integrated LO (blue) and NLO (red) cross

sections on the values of the fixed (dashed line) and dynamical scale (solid line). The cross

sections for both scale choices are uniformly shifted relative to each other by about 1% as

for the central scale µ0 both for LO and NLO except for µ < µ0/2, where the fixed scale

leads to a faster decrease of the cross section with µ as the dynamical scale. For both the

fixed and dynamical scale the maximum of the NLO cross section is near µ ≃ µ0, justifying

the use of both scale choices to be stable against scale variations. The K factor equals one

at the slightly lower scale of about µ ≃ 0.7µ0
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µ0 ch. σLO [fb] σNLO [fb] K

µdyn gg 1.5938(1)+33.8%
−23.6% 2.026(3)−16.1%

+0.9% 1.271(2)

qq̄ 0.67520(5)+24.1%
−18.1% 0.495(2)−39.5%

+17.2% 0.733(2)

gq
( )

0.1347(7)+298%
−152%

pp 2.2690(1)+30.9%
−22.0% 2.656(3)−4.6%

−3.8% 1.171(1)

µfix gg 1.5713(1)+34.0%
−23.7% 2.010(3)−16.5%

+1.0% 1.279(2)

qq̄ 0.67235(5)+24.3%
−18.2% 0.496(2)−39.3%

+17.0% 0.738(2)

gq
( )

0.1260(7)+312%
−159%

pp 2.2436(1)+31.1%
−22.1% 2.632(3)−5.1%

−3.7% 1.173(1)

Table 1: Composition of the integrated cross section for pp → e+νeµ−ν̄µbb̄H(j) at the

LHC at
√
s = 13TeV with both the dynamical (µdyn) and the fixed scale (µfix) as denoted

in column one. In column two we list the partonic initial states, where q = u,d, c, s and

q
( )

= q, q̄. The third and fourth column give the integrated cross sections in fb for LO and

NLO, resp. The upper variation corresponds to µ = 0.5µ0 and the lower to µ = 2µ0. The

last column provides the K factor with K = σNLO/σLO.

value µ0 = µfix and µ0 = µdyn for the fixed and dynamical scale choice, resp. While varying

the renormalization scale in PDFs and matrix elements, the top-quark width remains fixed

as computed at the top-quark mass according to (3.3). For the investigation of the scale

dependence of the integrated cross section we vary the scale up and down by a factor of eight

for the LO and NLO integrated cross section. For all other results we give scale uncertainties

according to factor-two variations. To this end we compute integrated and differential cross

sections at three scales, µ/µ0 = 0.5, 1, 2, with the central value corresponding to µ = µ0,

the upper variation to µ = 0.5µ0 and the lower to µ = 2µ0. In distributions the error band

is constructed from the envelope of these three scales.

3.2 Integrated cross section and scale dependence

In Table 1 we present the integrated cross sections with fixed (3.10) and dynamical scale

(3.11) at the LHC at
√
s = 13TeV corresponding to the input parameters (3.1), (3.2) and

(3.6) and the cuts as defined in (3.9). The results include only contributions of O
(

αsα5/2
)

for LO amplitudes and the corresponding O(αs) QCD corrections. We neglect possible

contributions to qq̄ processes of O
(

α7/2
)

for LO amplitudes, which we determined to be

about 2 per mille of the integrated cross section at LO for the setup described above.

The use of the dynamical scale instead of the fixed scale increases the LO and NLO

cross sections by only about 1%, and the K factor is 1.17 for both scale choices agreeing

within the Monte Carlo statistical error. The similar quality of both scale choices is also

supported by the logarithmic scale average of the dynamical scale as defined in (3.12).

– 7 –
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NLO QCD corrections to 	


bbē+μ-ννH: differential distributions

• The dynamic-scale choice yields a flatter K-factor for many 
observables	



• Still, K-factors are far from flat for most observables (in particular 
those related to correlations between decay products of the two 
tops)
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Figure 6: Transverse-momentum distributions at the LHC at
√
s = 13TeV for dynamical

scale µ0 = µdyn: (a) for the positron (upper left), (b) for missing energy (upper right),

(c) for the harder b jet (middle left), (d) for the softer b jet (middle right), (e) for the

b-jet pair (lower left) and (f) for the Higgs boson (lower right). The lower panels show the

K factor.
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Figure 5: Transverse-momentum distributions at the LHC at
√
s = 13TeV for fixed scale

µ0 = µfix: (a) for the positron (left) and (b) for the harder b jet (right). The lower panels

show the K factor.

3.3 Limit of on-shell top quarks

To determine the effects of non-resonant and off-shell top-quark contributions on the in-

tegrated cross section we perform a numerical extrapolation to the zero-top-width limit,

Γt → 0. To this end we plot

σ̄LO/NLO(Γt) = σLO/NLO(Γt)

(

Γt

ΓLO/NLO
t

)2

(3.13)

in the range 0 ≤ Γt ≤ ΓLO/NLO
t , where ΓLO/NLO

t is the top-quark width at LO and NLO,

resp., and extrapolate linearly to Γt → 0, using a linear regression based on the computed

LO and NLO integrated cross sections, as shown in Figure 4. The factor (Γt/Γ
LO/NLO
t )2

restores the physical top-decay branching fraction. Finite-top-width effects can be extracted

by comparing the results for σ̄LO/NLO(Γt → 0) to σLO/NLO(ΓLO/NLO
t ). At the LHC at√

s = 13TeV for fixed scale µ0 = µfix finite-top-width effects shift the LO and NLO cross

section by −0.08± 0.01% and −0.14± 0.22%, respectively, which are within the expected

order of Γt/mt.

3.4 Differential distributions

In this section we present various differential distributions with two plots for each observ-

able: The upper plot showing the LO (blue, dashed) and NLO (red, solid) predictions

with uncertainty bands from scale variations by µ = 0.5µ0 and µ = 2µ0. The lower plot

displays the LO (blue) and NLO (red) predictions normalized to the LO results at the

central scale, i.e. KLO = dσLO(µ)/dσLO(µ0) and KNLO = dσNLO(µ)/dσLO(µ0). Thus, the

central red curve corresponds to the usual NLO correction factor (K factor), defined as

K = σNLO(µ0)/σLO(µ0). The blue band shows the relative scale uncertainty of the LO

differential cross section.

– 9 –

(a)

d
σ

d
M

tt̄
H

[

fb
G

eV

]

K
fa

ct
o
r

Mtt̄H [GeV]

LO
NLO

10−4

10−3

10−2

0.8

1

1.2

1.4

0 200 400 600 800 1000 1200 1400

(b)

d
σ

d
M

b
1

b
2

[

fb
G

eV

]

K
fa

ct
o
r

Mb1b2
[GeV]

LO
NLO

10−5

10−4

10−3

10−2

10−1

0.8

1

1.2

1.4

0 100 200 300 400 500 600 700 800

(c)

d
σ

d
c
o
s

θ
e
+

µ
−
[f

b
]

K
fa

c
to

r

cosθe+µ−

LO

NLO

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

0.8

1

1.2

1.4

-1 -0.5 0 0.5 1

(d)

d
σ

d
φ

e+
µ
−

[

fb ◦
]

K
fa

ct
o
r

φe+µ− [◦]

LO
NLO

0.005

0.01

0.015

0.02

0.025

0.03

0.8

1

1.2

1.4

0 20 40 60 80 100 120 140 160 180

(e)

d
σ

d
y

t
[f

b
]

K
fa

c
to

r

yt

LO

NLO

0

0.2

0.4

0.6

0.8

1

1.2

0.8

1

1.2

1.4

-3 -2 -1 0 1 2 3

(f)

d
σ

d
y

H
[f

b
]

K
fa

c
to

r

yH

LO

NLO

0

0.2

0.4

0.6

0.8

1

1.2

0.8

1

1.2

1.4

-3 -2 -1 0 1 2 3

Figure 7: Differential distributions at the LHC at
√
s = 13TeV for dynamical scale µ0 =

µdyn: invariant mass of (a) the tt̄H system (upper left) and (b) the b-jet pair (upper

right), (c) the cosine of the angle between the positron and the muon (middle left), (d) the

azimuthal angle between the positron and the muon in the transverse plane (middle right),

the rapidity of (e) the top quark (lower left) and of (f) the Higgs boson (lower right). The

lower panels show the K factor.
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Background processes 	


and selection cuts

More and Better Fat Jets for a Light Higgs 4
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Figure 2. Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We require
two b-tags inside the fat Higgs jet (left) and an additional continuum b-tag (right). The event
numbers are scaled to L = 20 ab�1.

Delphes3 provides isolated leptons as well as parton-level b-quarks needed for the tagging
procedure later-on. Leptons have to pass a minimum pT,` > 10 GeV. For their isolation we demand
a transverse momentum ratio (isolation variable) of I < 0.1 within �R < 0.3. Finally, we use the
energy flow objects for hadrons to cluster via the Cambridge/Aachen (C/A) jet algorithm [31]. The
jet clustering and the analysis are done with FastJet3 [32], a modified BDRS Higgs tagger [21, 5]
and the HEPTopTagger2 [20]. For all b-tags we require a parton-level b-quark within �R < 0.3.

First, we require one isolated lepton with |y`| < 2.5 and pT,` > 15 GeV. For the top
tag [33, 34, 35], we cluster the event into fat C/A jets with R = 1.8 and pT,j > 200 GeV. Provided
we find at least two fat jets we apply the HEPTopTagger2 with the kinematic requirement

|y
(t)
j | < 4. The recent significant update of the HEPTopTagger2 relies on two additional pieces

of information to achieve a significant improvement [20]. One of them is N -subjettiness [36], which
adds some sensitivity to the color structure of the event. The other is the optimalR mode, which
based on a constant fat jet mass reduces the size of the fat jet [37] to the point where the fat jet
stops containing all hard top decay subjets. This minimal size can also be computed based on
the transverse momentum of the fat jet. Since the signal and all considered backgrounds include a
hadronic top quark, changing the top tagging parameters results only in an overall scaling factor.
In this analysis we do not cut on the di↵erence between the expected and the found optimal radius
because the initial fat jet size is already chosen to fit the expected transverse momenta. To have a
handle on the QCD multi-jet background, we place a mild cut on the filtered N -subjettiness ratio
⌧
3

/⌧
2

< 0.8 which can be tightened at the cost of signal e�ciency if desired. After identifying the
boosted top we remove the associated hadronic activity and apply a modified BDRS Higgs tagger

to fat C/A jet(s) with R = 1.2, |y(H)

j | < 2.5, and pT,j > 200 GeV. Our decomposition of the fat jet
into hard substructure includes a cuto↵ of m

sub

> 40 GeV for the relevant substructure and a mass
drop threshold of 0.9. The hard substructures are then paired in all possible ways and ordered by
their modified Jade distance,

J = pT,1pT,2(�R
12

)4 . (3)

The leading pairing we filter [21] including the three hardest substructures, to allow for hard gluon
radiation. For consistency we require a reconstructed transverse momentum above 200 GeV. Within
this Higgs candidate we ask for two b-tags, assuming a global tagging e�ciency of 50% and a mis-
tagging probability of 1% for all jets within |yj | < 2.5 and pT,j > 30 GeV. As we can see in the left
panel of Fig. 2, the tt̄+jets and tt̄bb̄ backgrounds are of similar size at this stage. Moreover, the
analysis sculpts the backgrounds towards mbb ⇠ 100 GeV.
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Figure 5. Left: Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We
require two b-tags inside the fat Higgs jet and a continuum b-tag. Unlike in Fig. 2 we apply an N -
subjettiness cut and use an optimalR version of the BDRS tagger. Right: Double-peak fit assuming
perfect continuum background subtraction. The event numbers are scaled to L = 20 ab�1.

4. Outlook

The top Yukawa coupling is one of two key parameter required for the understanding of the Higgs
potential, and it is a crucial ingredient to the measurement of the Higgs self-coupling. At the LHC
its determination will be limited to around �yt/yt ⇡ 10% because of statistical as well as theoretical
uncertainties [8]. At a 100 TeV hadron collider the increased statistics will significantly improve
this measurement.

An obvious way to precisely measure the top Yukawa coupling would be tt̄H production with
a decay H ! ��. It might reach a precision below the per-cent level. However, its performance will
likely be limited by systematics and theory, and the translation of the rate measurement into the
top Yukawa coupling will be non-trivial.

Alternatively, we propose to measure the top Yukawa coupling using the decay H ! bb̄ in the
boosted phase space regime. Our simple analysis strategy [5] relies on a trigger lepton and two fat
jets, one from the hadronic Higgs decay and one from the hadronic top decay. The mbb distribution
will show a clear peak from the Higgs signal as well as a similarly large peak from the Z background.
The continuum side band and the second peak o↵er two ways to control the backgrounds as well
as the translation of the tt̄ bb̄ rate into a measurement of the Yukawa coupling. We find that a
measurement of the top Yukawa coupling to around 1% should be feasible at 100 TeV collider
energy with an integrated luminosity of 20 ab�1. This is an order of magnitude improvement over
the expected LHC reach, with significantly improved control over the critical uncertainties.
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+improved BDRS

• Leading backgrounds to be simulated are t tb̄b,̄ t tZ̄, t t+̄jets	


• Simulated semileptonic top decay, Higgs and Z decay to bb	̄


• Require:	


• One isolated lepton, |yℓ|<2.5, pT(ℓ)>15GeV	


• Two fat jets (C/A, R=1.8, pT>200GeV)	


• One HepTopTagged jet	


• One BDRS Higgs Tagged jet, with 2 b-tags inside	


• An extra b-tag in the “rest” of the event (to suppress t t+̄jets)
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Signal extraction
• Subtract the background by interpolating 

the two sidebands regions mbb ∈ [0,60] 
GeV U [160, 300] GeV	



• In the signal region (mbb ∈ [104,136] GeV) 
one expects 44700 signal events, with S/B 
~0.33 (at 20ab-1)	



• Assuming perfect background subtraction, 
the stat. error on signal is NS=0.013NS 	



• NH/NZ=2.80±0.03, with systematic and 
theoretical uncertainties cancelling in the 
ratio 
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4. Outlook

The top Yukawa coupling is one of two key parameter required for the understanding of the Higgs
potential, and it is a crucial ingredient to the measurement of the Higgs self-coupling. At the LHC
its determination will be limited to around �yt/yt ⇡ 10% because of statistical as well as theoretical
uncertainties [8]. At a 100 TeV hadron collider the increased statistics will significantly improve
this measurement.

An obvious way to precisely measure the top Yukawa coupling would be tt̄H production with
a decay H ! ��. It might reach a precision below the per-cent level. However, its performance will
likely be limited by systematics and theory, and the translation of the rate measurement into the
top Yukawa coupling will be non-trivial.

Alternatively, we propose to measure the top Yukawa coupling using the decay H ! bb̄ in the
boosted phase space regime. Our simple analysis strategy [5] relies on a trigger lepton and two fat
jets, one from the hadronic Higgs decay and one from the hadronic top decay. The mbb distribution
will show a clear peak from the Higgs signal as well as a similarly large peak from the Z background.
The continuum side band and the second peak o↵er two ways to control the backgrounds as well
as the translation of the tt̄ bb̄ rate into a measurement of the Yukawa coupling. We find that a
measurement of the top Yukawa coupling to around 1% should be feasible at 100 TeV collider
energy with an integrated luminosity of 20 ab�1. This is an order of magnitude improvement over
the expected LHC reach, with significantly improved control over the critical uncertainties.

Acknowledgments

TS would like to thank the International Max Planck Research School for Precision Tests of

Fundamental Symmetries for their support.

References

[1] P. W. Higgs, Phys. Lett. 12, 132 (1964); P. W. Higgs, Phys. Rev. Lett. 13, 508 (1964); F. Englert and R. Brout,
Phys. Rev. Lett. 13, 321 (1964).

[2] G. Aad et al. [ATLAS Collaboration], Phys. Lett. B 716, 1 (2012), S. Chatrchyan et al. [CMS Collaboration],
Phys. Lett. B 716, 30 (2012).

[3] see e.g. G. Degrassi, S. Di Vita, J. Elias-Miro, J. R. Espinosa, G. F. Giudice, G. Isidori and A. Strumia, JHEP
1208, 098 (2012); S. Alekhin, A. Djouadi and S. Moch, Phys. Lett. B 716, 214 (2012); L. A. Anchordoqui,
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