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• 400 Plastic scintillators (1m2 area)
• 8 m inter-detector separation
• 25000 m2 area
• 3 million EAS / day (1 TeV – 10 PeV)

EAS Array
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2 The GRAPES-3 experiment

The GRAPES-3 experiment, situated at an altitude of 2200 m
above mean sea level in Ooty, India (11.4◦ N, 76.7◦ E), has
been designed to examine the energy spectrum, nuclear mass
composition and anisotropy of cosmic rays in the range of
1013–1016 eV [20–23]. Moreover, the experiment provides
a unique potential to study solar, atmospheric, and thunder-
storm phenomena [24–32]. The array is composed of two
primary elements: (i) 400 plastic scintillator detectors, each
covering an area of 1 m2, distributed across 25,000 m2 [26],
and (ii) a large area tracking muon telescope with an area of
560 m2 having an energy threshold of sec(θ ) GeV for muons
arriving at an angle θ [27,28]. The arrangement of detectors
in the GRAPES-3 EAS array follows a symmetric hexagonal
geometry, with a mere 8 m of separation between neighbour-
ing detectors. This design results in one of the most tightly
packed configurations among conventional array types. This
array consists of two types of plastic scintillator detectors
namely cone-type and fiber-type. These detectors are unique
in their distinct configurations. Both types consist of four
blocks of plastic scintillators, each measuring 50×50 cm2.
However, the cone-type detectors possess a thickness of 5 cm,
while the fiber-type detectors have a thickness of 2 cm. For
cone-type detectors, the arrangement involves positioning the
scintillator blocks within a square shape aluminum tank, as
illustrated in Fig. 1. On top of a trapezoidal-shaped aluminum
cone, a PMT with a diameter of 5 cm (model ETL9807B) is
affixed, its face situated at a height of 60 cm above the scin-
tillator surface. To enhance the effectiveness of collecting
diffuse photons at the PMT, the interior surfaces of the tank
and the cone are coated with super-white (TiO2) paint. An
additional sizable aluminium cover is used to safeguard the
entire detector assembly from rain and the heating effects of
direct sunlight.

In fiber-type detectors, photon collection is done using
Kuraray’s double-clad wavelength shifting (WLS) fibers of
type Y11 (200). Two variations exist within the fiber-type
detector category namely the single-PMT and dual-PMT
fiber detectors. While the single-PMT fiber detector resem-
bles the dual-PMT detector, it functions with just one high-
gain PMT. The side-view of a complete dual-PMT WLS fiber
detector is presented in Fig. 2.

In this configuration, photons originating from each
50×50 cm2 scintillator tile are acquired by 18 fibers desig-
nated for the high-gain PMT, whereas 6 fibers are allocated
for the low-gain PMT. These sets of 18 and 6 fibers, respec-
tively designed for high- and low-gain PMTs, are accom-
modated within 12 grooves and subsequently linked to two
PMTs through separate cookies. The first cookie comprises
18×4 = 72 fibers, responsible for the high-gain PMT, while

Fig. 1 Schematic of Cone-type scintillator detector. In this configu-
ration, photons are directly captured by the PMT positioned atop the
scintillator blocks at a height of 60 cm

Fig. 2 Schematic of Fiber-type scintillator detector. In this configura-
tion, photon collection is achieved by employing WLS fibers grooved
over the scintillator blocks to improve photon collection efficiency

the second one holds 6×4 = 24 fibers directed to the low-gain
PMT. To safeguard against external electrical interference,
the PMT is enclosed within an aluminum cylinder. Verti-
cally positioned at the core of an aluminum tank measuring
112×103×5 cm3, the two PMTs are encompassed. After-
wards, the entire assembly of scintillator and WLS fibers is
wrapped in the two layers of Tyvek paper, functioning as a
proficient yet diffusive reflector, significantly augments the
collected photon quantity. Further elaboration on the perfor-
mance analysis and simulation of the fiber-type detector can
be found in other references [29,30].

The dissimilarities in geometry, photon collection tech-
niques, and thermal insulation characteristics of these two
types of scintillator detectors motivated us to conduct indi-
vidual investigations of their responses to ambient temper-
ature and atmospheric pressure, which will be described in
the following sections.
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Muon Telescope
• 16 muon modules
• 3712 PRCs
• Area: 560 m2

• Energy threshold: sec(θ) GeV
• 169 directions covering 2.3 sr
• 4° angular resolution
• 4 billion muons / day
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Muon
EAS Trigger

Angular flux

for the muons arriving at an angle θ with respect to the
vertical direction. The muon direction is calculated for each
triggered PRC in the lower layer and binned into 13 discrete
directions based on the location of the PRC triggered in the
upper layer from among 13 PRCs, one directly above
(central PRC) and six PRCs on either side of the central
PRC as shown in Fig. 2. This procedure is carried out for
each pair of parallel projection planes that eventually leads
to the creation of a sky map of muon intensity into 13 ×
13 ¼ 169 solid angle directions as shown in Fig. 3. The
number of muons in each direction is recorded once
every 10 s [28–30].
To further reduce the statistical fluctuations, the 169

directions are combined into nine “broad” directions as
displayed in Fig. 3. This task is carried out by combining a
group of four (E, W, N, S) 3 × 5 and four (NE, NW, SE,
SW) 5 × 5 directions, with the exception of the vertical (V)
direction, where the central 3 × 3 directions are combined.
This procedure results in a relatively similar solid-angle
coverage by each of the nine directions, as well as a
significant reduction in the dissimilarity of the muon
intensity among these directions. The geomagnetic cutoff
rigidity at Ooty varies from 14 GV in the West to 23 GV in

the East and is 17 GV in the vertical direction. The median
rigidity of the GCRs that produced the detected muons
varies in each direction, and was calculated with the aid
of Monte Carlo simulations. The values of the median
rigidities for the nine directions are listed in Table I in an
ascending order.

III. DATA ANALYSIS AND DISCUSSION

The muons of energy ≥ 1 GeV detected in the
GRAPES-3 experiment correspond to a median energy
of ∼77 GeV for the GCR protons within the full 2.3 sr field
of view of the GRAPES-3 muon telescope. Approximately
4 × 109 muons are detected every day, permitting the
generation of an intensity map of muons of exceptionally
high precision. The details of the data cuts and the analysis
technique used here are described in an earlier work [7].
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FIG. 2. A schematic view of the muon direction reconstruction
based on the pair of triggered PRCs, first PRC in the lower and
the second from among the 13 PRCs in the upper layer. As an
example, the triggered PRCs are shown as filled squares. The
dashed lines represent the reconstructed directions of six muons.
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FIG. 1. A schematic view of one of the 4-layer muon telescope
module with 58 PRCs in each layer, labeled Layer-0, Layer-1,…
are embedded in the concrete absorber. The inclined lines
represent five parallel through going muons.
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FIG. 3. A schematic of the 169 muon directions and their
subsequent combinations into nine “broad” directions. These
nine directions include a 3 × 3 vertical direction labeled V, four
3 × 5 central (labeled N, E, W, S), and four more 5 × 5 outer
directions (labeled NE, SE, SW, NW). The total field of view of
the muon telescope is 2.3 sr.

TABLE I. Median rigidity of GCRs in the nine directions.

Serial no. Direction Median rigidity (GV)

1 West 64.4
2 Vertical 66.3
3 South 69.9
4 South-west 70.0
5 North-west 73.2
6 North 73.5
7 East 82.9
8 South-east 88.7
9 North-east 92.0

H. KOJIMA et al. PHYS. REV. D 109, 063011 (2024)
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Figure 1. GRAPES-3 EAS array in Ooty, India (11.4�N, 76.7�E, 2200m altitude). Small filled
squares represent scintillator detectors of 1m2 area each separated by 8m and the 16 big squares
represent muon telescope modules of 35m2 area each.

Since the arrival direction of an EAS is determined by using the relative arrival time
of particles in shower front by the triggered detectors, a precise measurement of the arrival
time becomes a key requirement for improving the angular resolution. In GRAPES-3 ex-
periment, the time is measured by a 32 channel, high performance time-to-digital converter
(HPTDC) with a resolution of 0.195 ns. For this purpose a fully functional systems for mea-
suring the arrival times based on an application specific integrated circuit (designed by the
Microelectronics group, CERN, Geneva for the LHC experiments) named “HPTDC” and its
predecessor “TDC32” were developed by the GRAPES-3 group. Since September 2012 only
HPTDCs are used for the time measurement [24, 25].

The signal from each scintillator is detected by a photomultiplier tube (PMT) and
transmitted through a 230m long, low-loss, shielded co-axial cable (5D2V) to the control
room. Subsequently, the signal from each scintillator is amplified, discriminated and its
arrival time relative to the EAS trigger is digitized by the HPTDC. The HPTDCs utilise
a quartz oscillator for measuring time, and therefore provide an exceptional performance in
terms of long-term stability and linearity especially when compared to the commercial TDCs.

The time measured by detector ‘i’ consists of two parts, (i) a variable part contributed
by the particles in the EAS and (ii) a passive part contributed by the instrumentation that
includes the delay caused by the PMT, the co-axial cable, and the signal processing elec-
tronics, which altogether is denoted by TZi. Ideally, TZi should remain constant, however, as
shown later that this is not the case. To achieve a better angular resolution, it is important

– 3 –
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~50 events / year
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Mean V = 1.3 GV

B. Hariharan et al., PRL 122, 105101 (2019)
(Focus article & Editors‘ suggestion)

C.T.R. Wilson’s 
prediction of 

1 GV 90Y ago

Measurement of 
0.13 GV

a few to beyond 100 MeV in a short flash of terrestrial
gamma rays.
Conclusions.—The GRAPES-3 muon telescope is well

suited to measure the electric potential developed in thunder-
clouds, as shown for the December 1, 2014 event in which a
peak electric potential of 1.3 GVwas measured. This value is
an order of magnitude larger than the previously reported
maximum of 0.13 GV. This is possibly the first direct
evidence for the generation of gigavolt potentials in thunder-
clouds, which is consistent with the prediction of Wilson
90 years ago [2]. The existence of gigavolt potentials could
explain the production of highest-energy gamma rays in
terrestrial gamma-ray flashes discovered 25 years back [4]. It
is shown that ≥ 2 GW of power, which are comparable to
the single biggest nuclear reactors [26], as well as hydro-
electric and thermal power generators [27], were delivered
by this thunderstorm that was estimated to be moving at a
speed of 60 kmh−1 near the top of the troposphere. Despite
a simplified structure of the thundercloud used here, the
present work provides reasonable insights into the physical
state of the thunderstorms.
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3 Data preparation

The ten years of EAS data (1 January 2013 to 31 Decem-
ber 2022) of both the cone-type and fiber-type detectors
have been utilized to investigate the influence of atmospheric
effects on particle density. From 1 January 2013 to 8 Septem-
ber 2016, the GRAPES-3 EAS rate was ∼ 35 Hz. Subse-
quently, it experienced an increase to ∼ 50 Hz following
an upgrade in the EAS trigger area, which was expanded
from 14,000 to 19,000 m2. At the GRAPES-3 location,
the surface temperature and atmospheric pressure (hereafter
named temperature and pressure, respectively) are measured
every minute. The temperature was measured using Davis
Instrumentsmanufactured weather station (VANTAGE PRO-
2), located at the EAS array centre, with a resolution of
0.1 ◦C. Two independent digital barometers were placed
nearby to record pressure data, offering accuracy down to
0.1 hPa. Although occasional power interruptions or instru-
ment issues could result in data gaps, two barometers and the
rapid pressure equalization across a substantial area allowed
us to employ a self-consistent approach to merge both pres-
sure datasets and generate a continuous data stream of atmo-
spheric pressure. The details of this method can be found
elsewhere [31].

Issues within the scintillator detectors, associated elec-
tronics, or data recording systems can introduce instrumen-
tal artefacts and gaps into the data. We devised an algorithm
to identify and eliminate these problematic periods to miti-
gate this. Initially, we computed the hourly particle densities
for all plastic scintillator detectors by summing up the par-
ticles passing through them. Next, we applied a 24-h mov-
ing average, effectively acting as a low-pass filter to remove
variations in the data of less than one day. We calculated the
percentage deviation of the hourly rate with respect to the
moving average value at that point. These values were then
averaged over a day, effectively attenuating variations occur-
ring on a daily timescale. A Gaussian function was then used
to fit the distribution of daily averaged values for an entire
period, and the standard deviation was determined. Any data
point surpassing the ±5 standard deviations threshold was
flagged as bad, excluding that day from our analysis. On
average, this process resulted in removing about 19% of data
out of the total 3652 days, with these exclusions being ran-
domly distributed among all plastic scintillator detectors. The
missing data intervals are filled using the constant value of
the last available data point for the application of the Fast
Fourier Transform (FFT) technique. Nevertheless, for the
analysis of temperature/pressure dependence, these partic-
ular data periods are excluded from all datasets. Out of the
total available detectors, a subset of 178 cone-type and 169
fiber-type detectors were used in this study. Figure 3a shows
the hourly variation of the averaged particle densities from

Fig. 3 Hourly variation of a averaged particle densities from cone-type
(represented by dashed line) and fiber-type (represented by dotted line)
detectors, b temperature, and c pressure data from 1 Jan 2013 to 7 Jan
2013. The particle densities in both cone-type and fiber-type detectors
exhibit a prevailing 24-h periodic variation, aligning with the 24-h peri-
odic variation observed in temperature in panels a and b respectively.
Meanwhile, Ooty’s pressure data indicates a predominant 12-h periodic
variation, as depicted in panel c

cone and fiber type detectors !IN as a percentage from 1
January 2013 to 7 January 2013, exhibiting daily variations.

4 Ambient temperature effect

In Ooty, the temperature data displays a prominent 24-h peri-
odicity, while the pressure data exhibits a dominant 12-h peri-
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odicity as displayed in Fig. 3b, c, respectively. We employed
the FFT technique to individually analyse the dependen-
cies on particle density. This algorithm utilizes the discrete
Fourier transform to convert time-domain data into the fre-
quency domain efficiently and vice versa. The frequency
spectra for averaged particle densities of cone and fiber type
detectors, temperature, and pressure obtained through FFT
are shown in Fig. 4. In cone-type and fiber-type detectors, the
dominant peak is observed at a 1 cycle per day (CPD) fre-
quency with amplitudes of 1.6 and 1.5%, respectively. Sim-
ilarly, the temperature frequency spectrum also displays a
predominant peak at 1 CPD, with an amplitude of 2.4 ◦C due
to its dominant 24-h periodic variations. The second most
prominent peak in particle densities for cone- and fiber-type
detectors is detected at 2 CPD, with amplitudes of 0.5 and
0.6%, respectively. This coincides with the dominant period-
icity observed in atmospheric pressure, which has an ampli-
tude of 1 hPa, as illustrated in panel (d) of Fig. 4.

To examine the temperature’s effect on particle densities,
we initially designed a narrow-band filter to select frequen-
cies centred at fc = 1 CPD having the 100% acceptance in
the frequency range of 0.999 CPD to 1.001 CPD, and after
that, it smoothly decreased to zero, as discussed in details
elsewhere [32]. Subsequently, an Inverse Fast Fourier Trans-
form (IFFT) was applied to the filtered frequency spectra for
reverting it to the time domain. Our analysis revealed a dis-
tinct inverse relationship between particle densities obtained
from scintillator detectors (cone- and fiber-type) and ambi-
ent temperature. However, the variations in particle densities
exhibit a temporal offset compared to the temperature profile.
This time offset was determined by shifting the temperature
data forward and backwards by ±8 h in 1-h increments rel-
ative to the particle densities. For each shift, we calculated
the Pearson correlation coefficient (r). The time offset was
estimated by fitting the cross-correlation distribution using a
fifth-order polynomial function of order five. Panels (a) and
(b) of Fig. 5 depict the cross-correlation plots for one fiber-
type detector (det. 001) and one cone-type detector (det. 004),
respectively. We identified a time offset of approximately
81 min with r =− 0.97 for det. 001 and 52 min offset with
r =− 0.98 for det. 004.

Similarly, the time offset is computed for every cone-type
and fiber-type detector. The average observed time offset
is determined to be (53.7±2.5) min for cone-type detectors
and (70.9±2.0) min for fiber-type detectors, as illustrated in
Fig. 6. Notably, the time offset is greater in fiber-type detec-
tors than in cone-type detectors.

After applying the time offset corrections in all the detec-
tors, we determine the temperature dependence using Eq. (1).

!IN = βT · !T (1)

where, !IN represents the normalized deviation of uncor-
rected particle densities, !T denotes the time offset corrected

Fig. 4 Frequency spectrum obtained through FFT for a particle den-
sities of cone-type, b particle densities of fiber-type, c temperature, and
d pressure data for the period of 2013 to 2022

temperature deviation from its average, and βT signifies the
temperature coefficient. A least-squares fitting method has
been used to determine the βT value for all plastic scintilla-
tor detectors.

Figure 7 displays the distributions of βT for cone-type and
fiber-type detectors. These distributions exhibit mean values
of (−0.63 ± 0.02)% ◦C−1 and (−0.56 ± 0.01)% ◦C−1,
respectively. In contrast to the time offset, it is notable that
the average βT value is greater in the cone-type detectors
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4

Figure 3. Anisotropy (top) and significance (bottom) ob-
served with a scrambling window of 4 hrs and a smoothing
radius of 10�

of the celestial sphere, anisotropies up to the largest an-
gular scale present in the data should show up as they
will be destroyed in the reference map. The relative in-
tensity map does not show any discernible anisotropy
due to high level of statistical fluctuation in the pix-
els. To improve the capability of identifying directional
features, we employ a smoothing method similar to the
method followed by (A. U. Abeysekara et al. 2014). This
approach includes combining the event counts within in-
dividual pixels and adding counts from neighboring pix-
els positioned within a chosen smoothing radius of 10� in
this particular study. This approach serves to decrease
statistical fluctuations in nearby pixels, thereby reveal-
ing any localized surpluses. However, it also establishes
correlations in event statistics among neighboring pixels.
Essentially, this is analogous to applying a smoothing
operation to the map using a top-hat function of 10� ra-
dius. The structures that we are trying to observe span
over few tens of degrees, so a choice of a 10� smoothing
radius has ensured that these structures are not inte-
grated over. The relative intensity map after smoothing
is shown in Figure 2. The pixel-wise significance was

Figure 4. 1-d projection of anisotropy showing the variation
in number of events with right ascension

calculated using the Li-Ma prescription (T. P. Li and
Y. Q. Ma 1983) and the significance map is shown on
the bottom of the same figure. The map shows a large-
scale deficit region in the right ascension range of 135�

to 300�. The location is consistent with the observation
by Tibet-AS� (M. Amenomori et al. 2017), HAWC (A.
U. Abeysekara et al. 2018) and IceCube (M. G. Aart-
sen et al. 2016). Two excess regions with angular scales
60� marked as A and B are more prominent than the
large-scale deficit region. The observed strength of the
large-scale deficit region is significantly less than ex-
pected. This is anticipated due to the attenuation of the
reconstructed anisotropy by mid- or low-latitude detec-
tors whose instantaneous field of view is much smaller
than the size of the large-scale anisotropy. There are
methods developed to retrieve them (M. Ahlers et al.
2016). However, the current work has focused on the
study of small scale anisotropies. Since the structures
are of angular size of 60� as can be seen from Fig-
ure 2, we have chosen a time-scrambling window of 4
hrs that can destroy anisotropy up to angular scale of
60� in the reference map while retaining the large scale
anisotropies. In other words, the relative intensity map
will be devoid of the large-scale anisotropies while be-
ing sensitive to the small-scale anisotropy structures as
shown in Figure 3. The two structures A and B are
largely consistent with the observation of other experi-
ments such as Milagro (A. A. Abdo et al. 2008), HAWC
(A. U. Abeysekara et al. 2014) and ARGO-YBJ (B. Bar-
toli et al. 2013).
The variation of events as a function of right ascen-

sion, obtained from the unsmoothed maps by summing
events over declination bands spanning within �18.6�

to 41.4�, is shown in Figure 4. The range is taken
within ± 30� from the latitude of the GRAPES-3 ex-
periment. The plot clearly illustrates that the variation
in the event count, resulting from non-uniform sky ex-
posure due to detector and atmospheric e↵ects, is mir-

3.7	×10! EAS events from 
1st January 2013 to 31st 
December 2016 (1273.1 
days)

Median Energy 16 TeV

Region A – 6.8 σ

Region B – 4.7 σ

Li & Ma
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radius of 10�

of the celestial sphere, anisotropies up to the largest an-
gular scale present in the data should show up as they
will be destroyed in the reference map. The relative in-
tensity map does not show any discernible anisotropy
due to high level of statistical fluctuation in the pix-
els. To improve the capability of identifying directional
features, we employ a smoothing method similar to the
method followed by (A. U. Abeysekara et al. 2014). This
approach includes combining the event counts within in-
dividual pixels and adding counts from neighboring pix-
els positioned within a chosen smoothing radius of 10� in
this particular study. This approach serves to decrease
statistical fluctuations in nearby pixels, thereby reveal-
ing any localized surpluses. However, it also establishes
correlations in event statistics among neighboring pixels.
Essentially, this is analogous to applying a smoothing
operation to the map using a top-hat function of 10� ra-
dius. The structures that we are trying to observe span
over few tens of degrees, so a choice of a 10� smoothing
radius has ensured that these structures are not inte-
grated over. The relative intensity map after smoothing
is shown in Figure 2. The pixel-wise significance was

Figure 4. 1-d projection of anisotropy showing the variation
in number of events with right ascension

calculated using the Li-Ma prescription (T. P. Li and
Y. Q. Ma 1983) and the significance map is shown on
the bottom of the same figure. The map shows a large-
scale deficit region in the right ascension range of 135�

to 300�. The location is consistent with the observation
by Tibet-AS� (M. Amenomori et al. 2017), HAWC (A.
U. Abeysekara et al. 2018) and IceCube (M. G. Aart-
sen et al. 2016). Two excess regions with angular scales
60� marked as A and B are more prominent than the
large-scale deficit region. The observed strength of the
large-scale deficit region is significantly less than ex-
pected. This is anticipated due to the attenuation of the
reconstructed anisotropy by mid- or low-latitude detec-
tors whose instantaneous field of view is much smaller
than the size of the large-scale anisotropy. There are
methods developed to retrieve them (M. Ahlers et al.
2016). However, the current work has focused on the
study of small scale anisotropies. Since the structures
are of angular size of 60� as can be seen from Fig-
ure 2, we have chosen a time-scrambling window of 4
hrs that can destroy anisotropy up to angular scale of
60� in the reference map while retaining the large scale
anisotropies. In other words, the relative intensity map
will be devoid of the large-scale anisotropies while be-
ing sensitive to the small-scale anisotropy structures as
shown in Figure 3. The two structures A and B are
largely consistent with the observation of other experi-
ments such as Milagro (A. A. Abdo et al. 2008), HAWC
(A. U. Abeysekara et al. 2014) and ARGO-YBJ (B. Bar-
toli et al. 2013).
The variation of events as a function of right ascen-

sion, obtained from the unsmoothed maps by summing
events over declination bands spanning within �18.6�

to 41.4�, is shown in Figure 4. The range is taken
within ± 30� from the latitude of the GRAPES-3 ex-
periment. The plot clearly illustrates that the variation
in the event count, resulting from non-uniform sky ex-
posure due to detector and atmospheric e↵ects, is mir-
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Figure 5. Anisotropy (top) and significance (bottom) of
Region A as observed with a scrambling window of 4 hrs.
The pixels with higher than 2� significance have been shown
in the bottom plot and the region defined has been used to
calculate the significance of the entire structure.

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided
their dataset into five segments, with the last two seg-

Figure 6. Anisotropy (top) and significance (bottom) of
Region B as observed with a scrambling window of 4 hrs,
and plotted similar to region A

ments having median energies of 7.3 TeV and 20 TeV,
respectively. In this case, the relative intensity of region
A exhibited a flattening around 7.0⇥10�4 in the last two
energy bins which encompass GRAPES-3’s median en-
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Region A as observed with a scrambling window of 4 hrs.
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in the bottom plot and the region defined has been used to
calculate the significance of the entire structure.

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided
their dataset into five segments, with the last two seg-

Figure 6. Anisotropy (top) and significance (bottom) of
Region B as observed with a scrambling window of 4 hrs,
and plotted similar to region A

ments having median energies of 7.3 TeV and 20 TeV,
respectively. In this case, the relative intensity of region
A exhibited a flattening around 7.0⇥10�4 in the last two
energy bins which encompass GRAPES-3’s median en-
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Region B

Region A

M. Chakraborty et al., Astrophys.J. 961 (2024) 1, 87

Cosmic Ray Anisotropy

7

Figure 7. Anisotropy (top) and significance (bottom) ob-
tained after performing the same analysis with anti-sidereal
time. No characteristic signal region can be observed.

Region A (⇥10�4) Region B (⇥10�4)

ARGO-YBJ 10.0 5.0

HAWC (8.5± 0.6± 0.8) (5.2± 0.6± 0.7)

GRAPES-3 (8.9± 2.1± 0.3) (5.6± 1.8± 0.1)

Table 1. The peak intensities of regions A and B as reported
by ARGO-YBJ, HAWC and GRAPES-3

ergy. When considering HAWC’s analysis, their dataset
was divided into seven segments, and the relative inten-
sity of region A was assessed for each segment around
the peak. It was reported by HAWC that the relative
intensity of region A increases with energy. When com-
paring our findings, we use the segment of data having
a median energy of 14.7+28.7

�9.9 TeV, which is the closest
approximation to GRAPES-3’s median energy and a rel-
ative intensity of ⇠(22.0±5.0)⇥10�4 was reported. For
region B, the relative intensity of the observed structure
is (4.9 ± 1.4) ⇥ 10�4 by GRAPES-3. The average rel-
ative intensity of region B measured by ARGO-YBJ is
3.5⇥10�4. It varies in the range of (3.0�5.0)⇥10�4 for

the last two energy bins that cover GRAPES-3’s median
energy.
There are di↵erent explanations for the origin of the

small-scale anisotropic structures. Several models pro-
pose that the origin of the hotspots might be linked to
the proximity of supernova explosions, events known
for generating cosmic rays (A.D. Erlykin and A.W.
Wolfendale (2006)). According to (M. Salvati and B.
Sacco (2008)), regions A and B could result from a
phenomenon associated with a supernova explosion that
gave rise to the Geminga pulsar. Situated between the
observed structures of regions A and B is the Geminga
pulsar (↵, �=98.47�, 17.77�). Some models suggest that
these structures are a consequence of the turbulent mag-
netic field within the cosmic ray scattering length (G.
Giacinti and G. Sigl 2012; M. Ahlers and P. Mertsch
2015) or CR scattering by Alfven waves created by tur-
bulent cascades in local field direction (Malkov et al.
2010). Another set of models suggest that they are
generated due to magnetic reconnections in the heilo-
sphere (P. Desiati and A. Lazarian 2012). The model
presented in L. Drury and F. Aharonian (2008) investi-
gates the hypothesis that region A could potentially be
explained by the production of secondary neutrons in
the concentrated tail of interstellar material that forms
downstream of the Sun’s movement through the local
interstellar medium (ISM). Some exotic models also sug-
gest that decay of quark matter in pulsars or the accel-
eration of strangelets near molecular clouds are causes
for the anisotropy (K. Kotera et al. 2013; M. Ángeles
Pérez-Garćı et al. 2014). Thus, the examination of
CR anisotropy assumes importance in comprehending
the magnetic field structure, propagation, acceleration
mechanisms of CRs, and their sources.

5. SUMMARY

We have investigated small-scale anisotropy in CR dis-
tribution by analyzing 3.7⇥109 events at median energy
of ⇠ 16 TeV, collected by the GRAPES-3 experiment
from 1 January 2013 to 31 December 2016 with a live
time of 1273.1 days. Time scrambling method was em-
ployed to estimate the background map. Two small-
scale structures namely regions A and B have shown
excesses in the CR flux at the level of (6.5± 1.3)⇥ 10�4

and (4.9±1.4)⇥10�4, respectively with statistical signif-
icance of 6.8� and 4.7�, respectively. These structures
are in agreement with previous results reported by Mi-
lagro, ARGO-YBJ, and HAWC.
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Figure 7. Anisotropy (top) and significance (bottom) ob-
tained after performing the same analysis with anti-sidereal
time. No characteristic signal region can be observed.

Region A (⇥10�4) Region B (⇥10�4)

ARGO-YBJ 10.0 5.0

HAWC (8.5± 0.6± 0.8) (5.2± 0.6± 0.7)

GRAPES-3 (8.9± 2.1± 0.3) (5.6± 1.8± 0.1)

Table 1. The peak intensities of regions A and B as reported
by ARGO-YBJ, HAWC and GRAPES-3

ergy. When considering HAWC’s analysis, their dataset
was divided into seven segments, and the relative inten-
sity of region A was assessed for each segment around
the peak. It was reported by HAWC that the relative
intensity of region A increases with energy. When com-
paring our findings, we use the segment of data having
a median energy of 14.7+28.7

�9.9 TeV, which is the closest
approximation to GRAPES-3’s median energy and a rel-
ative intensity of ⇠(22.0±5.0)⇥10�4 was reported. For
region B, the relative intensity of the observed structure
is (4.9 ± 1.4) ⇥ 10�4 by GRAPES-3. The average rel-
ative intensity of region B measured by ARGO-YBJ is
3.5⇥10�4. It varies in the range of (3.0�5.0)⇥10�4 for

the last two energy bins that cover GRAPES-3’s median
energy.
There are di↵erent explanations for the origin of the

small-scale anisotropic structures. Several models pro-
pose that the origin of the hotspots might be linked to
the proximity of supernova explosions, events known
for generating cosmic rays (A.D. Erlykin and A.W.
Wolfendale (2006)). According to (M. Salvati and B.
Sacco (2008)), regions A and B could result from a
phenomenon associated with a supernova explosion that
gave rise to the Geminga pulsar. Situated between the
observed structures of regions A and B is the Geminga
pulsar (↵, �=98.47�, 17.77�). Some models suggest that
these structures are a consequence of the turbulent mag-
netic field within the cosmic ray scattering length (G.
Giacinti and G. Sigl 2012; M. Ahlers and P. Mertsch
2015) or CR scattering by Alfven waves created by tur-
bulent cascades in local field direction (Malkov et al.
2010). Another set of models suggest that they are
generated due to magnetic reconnections in the heilo-
sphere (P. Desiati and A. Lazarian 2012). The model
presented in L. Drury and F. Aharonian (2008) investi-
gates the hypothesis that region A could potentially be
explained by the production of secondary neutrons in
the concentrated tail of interstellar material that forms
downstream of the Sun’s movement through the local
interstellar medium (ISM). Some exotic models also sug-
gest that decay of quark matter in pulsars or the accel-
eration of strangelets near molecular clouds are causes
for the anisotropy (K. Kotera et al. 2013; M. Ángeles
Pérez-Garćı et al. 2014). Thus, the examination of
CR anisotropy assumes importance in comprehending
the magnetic field structure, propagation, acceleration
mechanisms of CRs, and their sources.

5. SUMMARY

We have investigated small-scale anisotropy in CR dis-
tribution by analyzing 3.7⇥109 events at median energy
of ⇠ 16 TeV, collected by the GRAPES-3 experiment
from 1 January 2013 to 31 December 2016 with a live
time of 1273.1 days. Time scrambling method was em-
ployed to estimate the background map. Two small-
scale structures namely regions A and B have shown
excesses in the CR flux at the level of (6.5± 1.3)⇥ 10�4

and (4.9±1.4)⇥10�4, respectively with statistical signif-
icance of 6.8� and 4.7�, respectively. These structures
are in agreement with previous results reported by Mi-
lagro, ARGO-YBJ, and HAWC.

Analysis using anti sidereal time

Not a spurious sidereal effect
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Motivation Method

Results with Muon cut
• Showers producing at least 2
tracks in the muon detector

• No of events: 1.9 ⇥ 109

• Change in strength of Region
A : (6.5 ± 1.3)⇥ 10�4 to
(5.7 ± 1.8)⇥ 10�4

• Change in strength of Region
B : (4.9 ± 1.4)⇥ 10�4 to
(6.5 ± 2.0)⇥ 10�4

• Change is within 1�
• Hence, primary contribution
to these structures is
hadronic.

M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy July 8, 2024 5 / 5

98% 𝜸 
rejection

Preliminary

Preliminary
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Proton spectrum measurements

at these two points is ∼60% and ∼35% (details in S4
of the Supplemental Material [29]). The ΦðEÞ was scaled
with E2.7 for clear visibility of the spectral features. The
statistical uncertainty increases from 0.4% at 50.1 TeV to
3.7% at 1.3 PeV.
The contribution to systematic uncertainties from various

sources, including acceptance, limited MC statistics,
unfolding, and spectra with different spectral features to
generate R2, was estimated and shown in the bottom
panel of Fig. 3. The total systematic uncertainty was
calculated by adding the contribution of systematic uncer-
tainty from different sources in quadrature. It increases
from þ4.5%= − 6.9% to þ11.0%= − 12.9% for the energy
range of 50.1 TeV to 1.3 PeV. The systematic uncertainty in
the relative composition of proton primaries was iteratively
propagated to unfolded energy distribution, which is the
dominant contributor to total systematic uncertainty (see
S5.E of the Supplemental Material [29]).
Discussion and conclusion.—Figure 4 shows a

comparison of the proton energy spectrum measured from
GRAPES-3 data using Gold’s unfolding algorithm and the
post-LHC QGSJET-II-04 hadronic interaction model with
the results from balloon or satellite observations including
ATIC-2 [38], CREAM-Iþ III [39], NUCLEON KLEM
[12], DAMPE [9], CALET [10], and ISS-CREAM [11],
and air shower observations including KASCADE [2,40]
and IceTop [41]. The GRAPES-3 measurement is in good
agreement with the ISS-CREAM observations in an energy
range from 80 to 500 TeV (the last point of the ISS-
CREAM observation) within the statistical uncertainty. The
measurements agree well with the CREAM-I-III observa-
tions at the lower energy side, especially in the energy
range from 100 to 250 TeV. There is a good agreement with
DAMPE within systematic error at 80 TeV. The first data
point for GRAPES-3 measurement has a relatively higher
flux than DAMPE, CREAM-III, ISS-CREAM, and
CALET but is lower than the NUCLEON KLEM

observation. On the higher energy side, the GRAPES-3
measurement shows good agreement with the KASCADE
QGSTJET 01 within the statistical uncertainties. However,
this measurement exhibits a systematically higher flux than
the KASCADE SIBYLL-2.1 and KASCADE QGSJET-II-02.
The current results are also significantly different from the
earlier results of GRAPES-3 obtained using SIBYLL-2.1 and
QGSJET 01 hadronic interaction models [21]. It is to be
noted that the SIBYLL-2.1, QGSJET 01, and QGSJET-II-02
are pre-LHC models where significant difference in the
muon production is observed among the models. However,
the post-LHC models show only a few percent difference
in the muon number. But the difference is 20%–50% as
compared to the pre-LHC model SIBYLL-2.1 as discussed
in Ref. [42].
A spectral break is observed between 100 and 200 TeV.

The earlier analyses did not reveal this feature where a
Gaussian method was used [21,33]. The observed Ne
distribution is subject to systematic smearing under the
influence of inherent fluctuations in the EAS development,
detector resolution, trigger, and reconstruction efficiencies.
The unfolding method is used to address this issue. To
assess the effectiveness of the unfolding in contrast to the
Gaussian method, we carried out a simulation test with a
known input spectrum (details in S8 of the Supplemental
Material [29]). We observed that the unfolding method
reproduces the input spectrum unlike the Gaussian method
which shows a dependency on the chosen spectral profile
for the EAS simulation.
The significance of the spectral break was studied by

comparing the fit results from a single power law (PL) with
a spectral index (γ) of form,

ΦPLðEÞ ¼ Φ0

!
E

50 TeV

"
γ
; ð4Þ

whereΦ0 is the flux normalization constant at 50 TeVand a
smoothly broken power law (SBPL) of form

ΦSBPLðEÞ ¼ Φ0

!
E
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"
γ1
#
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!
E
Eb

"1
w
$ðγ2−γ1Þw
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where Eb is the energy corresponding to the position of
spectral break, γ1 and γ2 are the spectral indices before and
after the spectral break, and w is the smoothness parameter
for the spectral break. Figure 5 shows the fit results of the
GRAPES-3 proton spectrum with the blue dashed line
representing the PL function and the black line representing
the SBPL function. It can be noted that only statistical
uncertainties have been considered in this fit. The fit para-
meters areΦ0 ¼ ð2.70% 0.01Þ × 10−9 m−2 sr−1 s−1GeV−1

and γ ¼ −2.95% 0.01with χ2PL=ndf ¼ 897.90=6 for the PL
function. The SBPL fit gives Φ0 ¼ ð2.82 % 0.01Þ×
10−9 m−2 sr−1 s−1 GeV−1, Eb¼166%8TeV, γ1¼−3.12%
0.02, γ2 ¼ −2.56% 0.02, and w ¼ 0.22% 0.06 with a
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FIG. 4. Cosmic ray proton energy spectrum measured with the
GRAPES-3 data (red circles) compared with results from direct
and indirect observations (see text for references). The statistical
error bars are smaller than the marker size and the gray band
represents systematic uncertainty.
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EAS experiment, designed with a high-density array of
400 plastic scintillator detectors (SDs) with an inter-
detector separation of 8 m which is spread over an area
of 25 000 m2 [16,17]. Thus, it achieves a low energy
threshold of well below 100 TeV, giving an overlapping
measurement with direct experiments. Further, it is
equipped with a 560 m2 area tracking muon telescope
(G3MT), consisting of 3712 proportional counters (PRCs)
to measure the muon component in EAS, which is a
sensitive observable for the mass composition [18]. In this
Letter, we present the results of the cosmic ray proton
spectrum from 50 TeV to 1.3 PeV, extracted using the muon
multiplicity distributions (MMDs), and highlight a new
feature observed for the first time between 100 and
200 TeV.
EAS reconstruction.—As shown in Fig. 1, the SDs

measure charged particle densities in the EAS, including
electrons and muons, and their relative arrival times. The
EAS trigger is generated by the SD array. The EAS
parameters such as core location (Xc, Yc), shower size
(Ne), and age (s), were obtained by fitting the Nishimura-
Kamata-Greisen (NKG) function [19,20] to the observed
particle densities [21] and its angle (θ, ϕ) was determined
with a plane fit to the observed relative arrival times [22].
The G3MT is designed to record muons of energy> 1 GeV
associated with the EAS by absorbing the electromagnetic
component through a shield of concrete absorber of
550 g cm−2. The muons in an EAS are counted after
reconstructing their tracks in PRC layers along (θ, ϕ) of
the EAS obtained from the SD data [23].
MC simulations.—CR primaries including H, He, N, Al,

and Fe were simulated using the CORSIKA [24] package of

version 7.6900 to generate EAS at the GRAPES-3 location.
Post-LHC QGSJET-II-04 [25] and FLUKA [26] hadronic
interaction generators were used above and below 80 GeV,
respectively. Elements N, Al, and Fe represent the light
(C, N, O), medium (Mg, Al, Si), and heavy (Mn, Fe, Co)
mass groups in the PCRs. A total of 6.1 × 107 EAS were
simulated in the energy range of 1 TeV to 10 PeV per
particle for each primary in 20 equal width logarithmic bins
with spectral index of −2.5 (see Sec. 3.1 of [23] for details).
A single spectrum from 1 TeV to 10 PeV was produced
from the pregenerated 20 bins using a spectral index of
−2.7 by appropriately weighting the event contents of each
bin. Each EAS was reused 10 times with a random core
location in a circular area of radius 150 m from the center of
the array (−13.9 m, 6.3 m) (set-1). A similar spectrum was
generated from 100 TeV to 10 PeV to improve the statistics
at higher energy (set-2). Each EAS in set-2 was randomly
thrown ten times in a circular area of radius 60 m from the
center of the array instead of 150 m radius used for
set-1 data which further increased the statistics of events
(by a factor of 6.25). We could make this choice consid-
ering the EAS core selection area for the analysis to be
50 m from the center of the array and taking advantage
of the good core resolution at higher energy (∼3 m at
100 TeV, which improves to ∼0.5 m at 1 PeV). The
response of the G3MT to all the particles, including
electrons, gamma rays, muons, and hadrons, were simu-
lated using the GEANT4 package [27], and muon tracks were
reconstructed for each triggered EAS [23]. To estimate
various systematic and quality checks for the unfolding
procedure, the MC simulations with spectral features
proposed by two well-known cosmic ray composition
models, namely, Gaisser-Stanev-Tilav (GST) [15] and
H4a [28], were used.
Dataset and selection cuts.—For this analysis, the

data recorded by the SD array from 1 January 2014 to
26 October 2015 were used which comprised 1.75 × 109

EASs. The same set of selection cuts was applied to ensure
that both the observed and the MC simulation reconstructed
datasets were treated identically. The value of s was
confined between 0.02 and 1.98 to avoid poorly recon-
structed EASs, converging to their limits [0, 2]. The
reconstructed showers were selected with core within
50 m radius from the center of the array represented by
the red circle in Fig. 1. This is to limit the contamination of
mis-reconstructed EASs to < 1% due to the core landing
near the edge or outside the array. Further, EAS cores
landing beyond 60 m radius from the center of the G3MTas
represented by the black circle in Fig. 1, but within the red
circle area were selected to minimize the hadron punch-
through contribution to < 2% [23]. The θ was selected
below 17.8° to minimize the systematics caused by the
inclined events. To reduce the systematics caused by
low trigger efficiency, Ne > 104 was used, which ensured
>90% trigger efficiency. Additionally, the daily observed
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FIG. 1. A schematic of GRAPES-3 detector components
showing plastic scintillator detectors (shaded triangle), muon
telescope consisting of 16 modules (square). The red and black
circles represent the selection cuts on the reconstructed EAS
cores (see text for details). The red-filled area represents the
fiducial area for this analysis.
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Ne spectrum was manually compared with the average
monthly spectrum. The days in which it deviated by more
than !2% where one standard deviation statistical fluc-
tuation is ∼0.62% or showed a systematically increasing
or decreasing trend were excluded from the analysis.
Abnormalities in the associated electronics channels or
data acquisition system caused this problem. After applying
all the selection cuts, the surviving EASs were 7.81 × 106,
with a live time (T live) of 3.97 × 107 s (∼460 day). The
number and percentage of observed EASs surviving after
each quality cut are listed in the second and third columns
of Table S7 of the Supplemental Material [29]).
Analysis.—The sensitivity of MMDs to the nature of CRs

has already been reported [18,21,33]. Here the observed
MMD along with Ne was used to extract the relative
composition of the proton and other contributing primaries
using an unfolding procedure. The same procedure was
applied to measure the energy distribution of proton
primaries from a subset of the observed Ne distribution
obtained by using the relative contribution of protons.
(i) Generating MMDs.—Although arrival time spread of

muons in the EAS is several nanoseconds, the actual
measured arrival time is several microseconds due to the
slow response of the PRCs. A time window of 3.84 μs
around the EAS trigger arrival time was used to reduce the
contribution of muons that are not associated with EAS. A
further reduction in the unassociated muon contribution
was achieved by limiting the bottom PRC layer’s search
space to !1 PRC (equivalent to 10° for near vertical EAS)
along the projection of the EAS direction during the track
reconstruction [23]. Such a selection was allowed as it
was inferred from the MC simulations that the angular
distribution of muons around the EAS direction for the
GRAPES-3 geometry has a standard deviation of ∼3°.
The above two criteria resulted in the unassociated muon
contributions to 0.1 tracks per EAS. This irreducible
contribution was corrected by adding an equivalent number
of random tracks in the MC simulations.
The muon multiplicity was corrected for the track

saturation effect for both the observed data and MC
simulations [23]. The normalized MMDs for the observed
data, and each simulated primary were generated by
applying all selection cuts for Ne bins from 104.0 to 106.0

of bin-width 0.2 on a logarithmic scale. The parametriza-
tion of MMDs is discussed in S2.B of the Supplemental
Material [29].
(ii) Extraction of relative composition of CRs.—The

relative composition of the assumed five primary masses
(H, He, N, Al, and Fe) was extracted for each Ne bin
separately (see S3 of the Supplemental Material [29]). The
observed MMD of a given Ne bin is a convoluted
distribution of different primaries. It was deconvoluted
using Gold’s unfolding algorithm [34] which is an iterative
method, and the algorithm’s convergence is equivalent to
the chi-square minimization. The required response matrix

R1 that contains the relationship between the true mass and
the reconstructed muon multiplicity was generated from the
MC data. The elements of the response matrix R1;αi
represents the probability of an EAS initiated by the ith
simulated primary having the muon multiplicity value α for
a given Ne. The relative composition proposed by the GST
model was used for the initial guess. The final composition
was cross-checked with an initial guess from the H4a
model and uniform composition (see S3.D.ii of the
Supplemental Material [29]), and the relative deviation
was included as the systematic uncertainty. Figure 2 shows
the relative composition of proton primaries for the
GRAPES-3 data. The relative composition is 65% at
Ne ¼ 104.1, decreasing rapidly for the two succeeding
Ne bins. It is followed by a gradual increase to 47% at
Ne ¼ 105.9. The error bar and gray band represent the
statistical and total systematic uncertainty, respectively.
The statistical uncertainty increases from 0.3% to 3.5%
for Ne range 104.1–105.9. The total systematic uncertainty is
þ4.9%= − 6.8% at Ne ¼ 104.1 and increased to þ6.3%= −
10.5% at Ne ¼ 105.9. The significant contributions to
systematic uncertainty come from limited statistics of
MC simulations and the use of simulated spectra with
different spectral profiles to generate the response matrix.
The details on estimating the systematic uncertainties
due to various sources are mentioned in S3.D of the
Supplemental Material [29]. Furthermore, Bayesian
unfolding [35] was used to validate the final results and
calculate the systematic uncertainty due to the unfolding
algorithm (see S3.D.i of the Supplemental Material [29]).
A MC simulation was carried with known composition of
the five assumed primaries to test the reliability of the
composition extraction for different primaries. Among all
the primaries, the proton composition was reproduced
quite well which could be possibly due to the dominant
abundance of proton at low energy. We present the
composition of proton in this Letter and that of heavier
primary masses will be presented in a future paper after
further studies.
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FIG. 2. Relative composition of proton primaries obtained
using Gold’s unfolding for GRAPES-3 data as a function of
shower size. The error bar represents statistical uncertainty, and
the gray band represents the total systematic uncertainty.
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χ2SBPL=ndf ¼ 3.36=3. The improvement in the fit result
using the SBPL function with respect to the PL function
was quantified by the difference in the χ2 obtained in both
cases, as Δχ2 ¼ χ2PL − χ2SBPL. The χ

2 is reduced by 894.54
for increasing three more free parameters, leading to a
significance of 29.7σ. Considering both statistical and
systematic uncertainties in the fit, the calculated significance
is 3.2σ with a break at energy 164" 55 TeV and spectral
indices are−3.10" 0.19 and−2.59" 0.09 before and after,
respectively. An independent measurement of the protonþ
Helium spectrum up to 316 TeV by DAMPE (a direct
experiment) suggests a hardening at ∼150 TeV [43]. The
observed spectral break contradicts the description of theCR
spectrum with a single power law up to the Knee and
requiresmore complexmodels, such as thosewheremultiple
classes of sourceswith different rigidity cutoffs contribute to
the flux [14,15].
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(iii) Proton energy spectrum.—The proton energy dis-
tribution (E) was obtained using a response matrix (R2)
which contains the relationship between the true energy
and reconstructed size, convoluted with the effects of
the fluctuations of the shower development, trigger and
reconstruction efficiencies, and detector response. The
proton MC data with a spectral slope of −2.7 were used
to generate R2. From the observed size distribution (Ne), a
size distribution (Ne1) for the proton primary was obtained
by weighting the number of EASs in each bin of it with the
relative proton composition value of the corresponding bin
as presented in Fig. 2. Ne1 was deconvoluted using R2 and
Gold’s unfolding algorithm to obtain the proton energy
spectrum. The R2;αi element of R2 represents the proba-
bility that a proton-initiated EAS belonging to ith energy
bin is reconstructed in αth size bin (see Fig. S11 of
Supplemental Material [29]). The initial guess for energy
was selected with a spectral hardening near 200 TeV for
faster convergence. However, different initial guesses were
used to verify the final energy distribution and treated as a
source of systematic uncertainty. Smoothing was applied
after each iteration to control the statistical fluctuations
(especially at higher energies) using the 353HQ-twice
algorithm [36] from the ROOT package [37]. However,
the final unfolded energy distribution was not smoothed.
The same criterion of minimum WMSE was used to stop
the unfolding iterations.
The shower size and energy distributions belong to

reconstructed and true parameter phase spaces, respec-
tively. Some EAS, especially with shower core and
direction near the boundary of selection cuts, belonging
to energy distribution may not present in size distribution
due to the finite core and angular resolution, called a miss
EAS, and vice versa, is called a fake EAS. These transfer
effects are not symmetric in reconstructed and true param-
eter phase spaces. Thus, correction factors for these trans-
fers were calculated with MC simulations and applied to
data in the respective phase spaces (see S5.B of the
Supplemental Material [29]).
After the unfolded energy distribution for the proton

primary was estimated, the value of differential flux ΦðEiÞ
for the ith energy bin was calculated from

ΦðEiÞ ¼
1

T live

!
nðEiÞ

ΔEi · AΩðEiÞ

"
; ð1Þ

where T live is the live time of the observed data for this
analysis, nðEiÞ and ΔEi are the number of EASs and bin
width of the ith energy bin, respectively, and AΩðEiÞ is the
acceptance of the GRAPES-3 SD array in the same energy
bin. AΩðEiÞ was determined by the product of the effective
area of the SD array and the viewing solid angle, and
calculated using,

AΩðEiÞ ¼ πaεtotðEiÞðcos2θl − cos2θuÞ; ð2Þ

where a ¼ 4123 m2 is the fiducial area represented by the
red filled area in Fig. 1, ½θl; θu% ¼ ½0°; 17.8°% is the zenith
angle range used in this analysis, and εtot is the total
efficiency which was estimated with the aid of MC
simulations as the fraction of the EASs landing in the
fiducial area that generates the trigger and passes all the
selection cuts. The statistical fluctuations in the acceptance
were modeled with the Richards function in the energy
region where the trigger efficiency was greater than 75%.
The Richards function [fRðEÞ] is given as

fRðEÞ ¼
C

ð1þ ð2ν − 1Þe−αðlogðE=GeVÞ−μÞÞ1ν
; ð3Þ

where C, ν, α, and μ are the fit parameters. The Richards
function reduces to the error function for ν ¼ 1. The value
of fit parameters obtained from fitting is C ¼ 1196.6 m2 sr,
ν ¼ 3.1, α ¼ 7.3, and μ ¼ 4.3 for proton primary. The
uncertainties in fit parameters were used to estimate the
systematic uncertainty in the acceptance. The top panel of
Fig. 3 shows the energy spectrum of proton primary
measured with the GRAPES-3 data from this analysis,
along with the corresponding statistical and systematic
uncertainties represented by error bars and the gray band,
respectively. Each data point in the plot corresponds to the
geometric mean energy, which is 50.1 TeV for the first
point and 1.3 PeV for the last point. The energy resolution
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FIG. 3. Top: The proton energy spectrum measured with the
GRAPES-3 data. The spectrum is scaled with E2.7 to show the
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sources in quadrature, as a function of primary energy. Dashed
lines with different colors represent the contribution from differ-
ent sources of systematic uncertainty.
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Similar hardening seen by DAMPE at ~150 TeV 
Alemanno et al Phys.Rev.D 109 (2024)

P. Lipari and S. Vernetto, APP 120 (2020) 102441
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Bonus: Tonga Volcano Eruption

15 January 2022 B. Hariharan et al., PoS(ICRC2023)530

PoS(ICRC2023)530
Observation of atmospheric wave created by volcano eruption
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Figure 3: Percentage rate variation of (a) G3SD and (b) G3MT.

of G3SD and G3MT in comparison with the change in local pressure. The G3SD recorded a peak
deficit of –0.6% for the pressure increase of 1.6 hPa. The total deficit in G3SD was estimated to
be 25f significance with a correlation coefficient (CC) of –0.84. Similarly, the G3MT recorded
a peak deficit of –0.3%, with a significance of 8f having a CC of –0.68. The anti-correlation
of cosmic ray secondaries with atmospheric pressure is a well-known effect [6–8]. However, it
is important to under the difference in the amplitudes recorded in G3SD and G3MT. The G3SD
records electron, gamma, muon, and hadron above a few MeVs. In contrast, the G3MT records only
muons above a GeV. This could possibly be the reason for the difference is amplitudes recorded
in both the instruments. Similar observations were reported by HAWC experiment in compliance
with GRAPES-3’s observation [9].

4. Conclusion

The Hunga Tonga-Hunga Ha’apai volcano eruption is one of mast disastrous events occurred
in the recent era. The aftereffects of such events may last for several years. On the positive note,
the ground based cosmic ray detectors could record the variations in particle density caused by the
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Future - New Muon Telescope under construction

70% larger sky coverage for 
atmospheric and solar studies



• Gigavolt potential in thundercloud
• Detected a short muon burst triggered by transient weakening of 

geomagnetic field
• Dependence of CR parallel mean free path on rigidity & solar activity
• Shower front curvature correction
• Moon shadow
• Cosmic ray anisotropy at TeV energies
• Hardening in the proton spectrum at ~ 166 TeV
• Moving towards blinded analyses and Machine learning based 

reconstructions
• More in the pipeline

• Spectrum and composition of heavier elements
• Crab
• Gamma ray transients
• Joint CR anisotropy analyses with IceCube and HAWC

• New muon telescope + extended scintillator array ~ 10% Crab in 1 year
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As mentioned in Sec. I, the interference of unrelated
periodic and aperiodic phenomena due to the seasonal
variations occurring on the surface of Earth and those in
the interplanetary space with the intensity of muons are
methodically identified, and their contributions are sys-
tematically minimized or altogether eliminated as described
next. The contribution of the periodic effects including that
of the 27 day solar rotation, the annual seasonal variation,
the 11 year solar cycle activity, and the 22 year solar
magnetic cycle are minimized with the aid of an indirect
27 day high-pass filter. The aperiodic phenomena (FDs,
GLEs, etc.) that cause irregular, short-term changes in the
muon intensity are characterized by a sudden drop, fol-
lowed by a gradual recovery. First, the sections of data
affected by these aperiodic phenomena are identified with
the aid of data from neutron monitors and then their
contribution is stamped out by eliminating the affected
sections of the data. The details of the specific procedure(s)
employed for the removal of periodic and aperiodic
phenomena are described elsewhere ([7,8], and references,
therein).
The cuts described above are also applied to the

GRAPES-3 data of 22 year (2000–2021) to minimize the
contributions of the periodic and aperiodic effects. About
90.5% of the data (7272 days out of 8036 days) survive
those cuts. Next, the data from the vertical (V) direction are
analyzed for calculating the daily rate of variation of the
muon intensity “ΔIμ (%)” relative to that of the solar wind
velocity “ΔVSW”. This variation in the V direction ΔIμ (%)
as a function of ΔVSW is shown in Fig. 4. The data are
binned into 40 intervals, wherein each bin contains the data
from nearly equal number of days (182 days). These data
are adequately fitted by a straight line as shown in Fig. 4.

The magnitude of slope of a linear fit to the data of
22 years defined earlier as HK turns out to be HK ¼
ð0.867# 0.031Þ × 10−5 km−1 s. This HK value is signifi-
cantly (34%) smaller than the value of ð1.33# 0.07Þ ×
10−5 km−1 s reported from the previous analysis of
GRAPES-3 data of 6 years (2000–2005) [7]. However,
the earlier 6 year interval coincided with the peak solar
activity in solar cycle 23. On the other hand, the 22 year
interval (2000–2021) spans a duration equivalent to nearly
two solar cycles that include most of the 23rd cycle, all
of the 24th, and the start of the 25th cycle. Interestingly,
the level of solar activity, when averaged over 22 year,
yielded a mean F10.7 of 106 s.f.u. (solar flux unit,
1 s:f:u:¼ 10−22 Wm−2Hz−1¼ 104 Jy), significantly (27%)
lower than (mean F10.7 ¼ 145 s:f:u:) during the 6 years
interval used in the previous work. This observation is
suggestive of a fairly strong dependence of the HK on the
level of solar activity, and is in fact the primary motivation
for carrying out further analysis of the GRAPES-3 data to
determine the dependence of HK on the following: (i) the
median rigidity of GCRs; and (ii) the level of solar activity.
Next, the dependence of HK parameter on the median

rigidity R is obtained as described below. First, the HK is
calculated by analyzing the dataset of 22 years separately
for each of the nine directions. The median rigidity (R) in
the nine directions are listed in Table I. The variation ofHK
as a function of the median rigidity is shown in Fig. 5.
The HK displays a clear anticorrelation with the median
rigidity that can be adequately described by a linear fit as
shown by the dashed line in Fig. 5. This fit yields the
following dependence of HK on the median rigidity R,
− ∂HK

∂R ¼ ð1.2# 0.1Þ × 10−7 km−1 s GV−1. It should be
noted that despite an extremely small value of 1.2 ×
10−7 km−1 s GV−1 − ∂HK

∂R could still be measured with a
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FIG. 4. Observed variation of the muon intensity “ΔIμ (%)” in
the vertical direction as a function of the variation in the solar
wind velocity ΔVSW during the interval of 22 years. The data are
binned into 40 intervals with approximately equal exposure
(182 days). A linear fit to the data yield HK ¼ ð0.867#
0.031Þ × 10−5 km−1 s.
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FIG. 5. The variation ofHK as a function of the median rigidity
R along the nine directions. The HK is anticorrelated with R,
and this dependence is described by − ∂HK

∂R ¼ ð1.2 # 0.1Þ×
10−7 km−1 sGV−1.
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As mentioned in Sec. I, the interference of unrelated
periodic and aperiodic phenomena due to the seasonal
variations occurring on the surface of Earth and those in
the interplanetary space with the intensity of muons are
methodically identified, and their contributions are sys-
tematically minimized or altogether eliminated as described
next. The contribution of the periodic effects including that
of the 27 day solar rotation, the annual seasonal variation,
the 11 year solar cycle activity, and the 22 year solar
magnetic cycle are minimized with the aid of an indirect
27 day high-pass filter. The aperiodic phenomena (FDs,
GLEs, etc.) that cause irregular, short-term changes in the
muon intensity are characterized by a sudden drop, fol-
lowed by a gradual recovery. First, the sections of data
affected by these aperiodic phenomena are identified with
the aid of data from neutron monitors and then their
contribution is stamped out by eliminating the affected
sections of the data. The details of the specific procedure(s)
employed for the removal of periodic and aperiodic
phenomena are described elsewhere ([7,8], and references,
therein).
The cuts described above are also applied to the

GRAPES-3 data of 22 year (2000–2021) to minimize the
contributions of the periodic and aperiodic effects. About
90.5% of the data (7272 days out of 8036 days) survive
those cuts. Next, the data from the vertical (V) direction are
analyzed for calculating the daily rate of variation of the
muon intensity “ΔIμ (%)” relative to that of the solar wind
velocity “ΔVSW”. This variation in the V direction ΔIμ (%)
as a function of ΔVSW is shown in Fig. 4. The data are
binned into 40 intervals, wherein each bin contains the data
from nearly equal number of days (182 days). These data
are adequately fitted by a straight line as shown in Fig. 4.

The magnitude of slope of a linear fit to the data of
22 years defined earlier as HK turns out to be HK ¼
ð0.867# 0.031Þ × 10−5 km−1 s. This HK value is signifi-
cantly (34%) smaller than the value of ð1.33# 0.07Þ ×
10−5 km−1 s reported from the previous analysis of
GRAPES-3 data of 6 years (2000–2005) [7]. However,
the earlier 6 year interval coincided with the peak solar
activity in solar cycle 23. On the other hand, the 22 year
interval (2000–2021) spans a duration equivalent to nearly
two solar cycles that include most of the 23rd cycle, all
of the 24th, and the start of the 25th cycle. Interestingly,
the level of solar activity, when averaged over 22 year,
yielded a mean F10.7 of 106 s.f.u. (solar flux unit,
1 s:f:u:¼ 10−22 Wm−2Hz−1¼ 104 Jy), significantly (27%)
lower than (mean F10.7 ¼ 145 s:f:u:) during the 6 years
interval used in the previous work. This observation is
suggestive of a fairly strong dependence of the HK on the
level of solar activity, and is in fact the primary motivation
for carrying out further analysis of the GRAPES-3 data to
determine the dependence of HK on the following: (i) the
median rigidity of GCRs; and (ii) the level of solar activity.
Next, the dependence of HK parameter on the median

rigidity R is obtained as described below. First, the HK is
calculated by analyzing the dataset of 22 years separately
for each of the nine directions. The median rigidity (R) in
the nine directions are listed in Table I. The variation ofHK
as a function of the median rigidity is shown in Fig. 5.
The HK displays a clear anticorrelation with the median
rigidity that can be adequately described by a linear fit as
shown by the dashed line in Fig. 5. This fit yields the
following dependence of HK on the median rigidity R,
− ∂HK

∂R ¼ ð1.2# 0.1Þ × 10−7 km−1 s GV−1. It should be
noted that despite an extremely small value of 1.2 ×
10−7 km−1 s GV−1 − ∂HK

∂R could still be measured with a
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FIG. 4. Observed variation of the muon intensity “ΔIμ (%)” in
the vertical direction as a function of the variation in the solar
wind velocity ΔVSW during the interval of 22 years. The data are
binned into 40 intervals with approximately equal exposure
(182 days). A linear fit to the data yield HK ¼ ð0.867#
0.031Þ × 10−5 km−1 s.
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FIG. 5. The variation ofHK as a function of the median rigidity
R along the nine directions. The HK is anticorrelated with R,
and this dependence is described by − ∂HK

∂R ¼ ð1.2 # 0.1Þ×
10−7 km−1 sGV−1.
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|HK| = (0.867 ± 0.031)×10!"𝑘𝑚!#𝑠
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λk as seen from Fig. 4 in [36]. At our request, the authors
generously [37] made the diffusion parameters used in the
generation of fits shown in Fig. 4 [36] available. Sub-
sequently, these parameters were reanalyzed after exclud-
ing the PAMELA data that had overlapped with the
AMS-02 data. As a consequence, the selected PAMELA
diffusion parameters are for the interval from June 2006
to March 2010, whereas those for the AMS-02 are from
May 2011 to May 2017. The results of this reanalysis are
displayed in Fig. 9. But now, the envelope of λk values as a
function of the GCR rigidity inferred for the AMS-02
(magenta), and PAMELA (cyan) form two distinct bands
with little overlap as seen from Fig. 9. These two bands of
parallel mean free paths do not seem to be inconsistent with
the Palmer consensus at low rigidities, which is shown by
the shaded green box in Fig. 9 [31].
As discussed before, the median GCR rigidity for each of

the nine directions, and the corresponding parallel mean
free paths λk derived from the GRAPES-3 data are listed in
columns four and nine, respectively, in Table IV, and they
are segregated into four groups of increasing solar activity.
For each group, the dependence of λk on median rigidity in
the range of 64–92 GV can be adequately described by a
linear fit. These linear fits corresponding to the groups
labeled “1” through “4” are also shown in Fig. 9. The
bottom fit for group “4” corresponds to the highest level of

solar activity during four out of 22 years, displays the
weakest dependence on median rigidity with a slope of
ð0.0090" 0.0029Þ auGV−1. The fit for group “3” displays
a 3× larger slope of ð0.0284" 0.0029Þ auGV−1. This trend
continues for fit for group “2” has a 1.8 times larger slope
of ð0.0507" 0.0052Þ auGV−1, and finally fit for group “1”
has the steepest slope of ð0.145" 0.009Þ auGV−1. Of
course, the same behavior is also reflected in Fig. 8.
The GRAPES-3 results discussed above demonstrate that

the parallelmean free path λk increaseswith decreasing solar
activity, and its dependence on the median rigidity also
becomes steeper with decreasing solar activity. It may be
noted that the band of λk values shown in Fig. 9 for the
PAMELA experiment recorded during relatively lower solar
activity are systematically larger than those for the AMS-02
experiment that were recorded during comparatively higher
levels of solar activity. This behavior is entirely consistent
with the quantitative variation of λk measured by the
GRAPES-3 experiment. In fact, a more comprehensive
analysis of the AMS-02 and PAMELA data could measure
this variation of over a larger range of rigidities, and provide
evidence for an unambiguous dependence of λk on the solar
activity. The Palmer consensus has been a very useful tool
while compiling and discussing the measurements of λk
from different experiments. However, the present work
goes beyond the Palmer consensus, and quantitatively
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FIG. 9. The parallel mean free path λk is shown as a function of rigidity. This plot is basically a reproduction of the Fig. 4 in [36]
wherein the shaded area shown in cyan, and magenta colors are based on the PAMELA, and AMS-02 data, respectively. The PAMELA
data are for the interval June 2006 to March 2010, and AMS-02 data are for May 2011 to May 2017. Four short straight lines labeled 1
through 4, represent the variation of λk in the rigidity range 64–92 GV obtained from the GRAPES-3 muon data of 22 years and
corresponding to progressively increasing levels of solar activity with F10.7 at 71 s.f.u., 83 s.f.u., 118 s.f.u., and 172 s.f.u., respectively,
as summarized in Table II.
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confidence level of ∼12σ. This measurement attests to the
high sensitivity of the GRAPES-3 muon telescope in
performing this delicate measurement.
Next, the simultaneous dependence of theHK parameter

both on the solar activity, and the median rigidity R are
computed. As described earlier, the solar activity is
quantified by using the F10.7 and the data (22 years) are
categorized into four groups. This classification involved
sorting of the annual data according to ascending magni-
tude of F10.7 as summarized in Table II. This specific
choice of groups is in part dictated by a hint of clustering in
the magnitude of annual F10.7 during these 22 years, and
partly to fulfill the requirement that approximately similar
volume of data should be included in each group. The
resulting classification is displayed in Fig. 6, wherein each
group is circumscribed by an ellipse for easy identification.
The first three groups contain the data of 6 years each,
whereas the fourth group has data of only 4 years. The
calculated mean F10.7 for the four groups are, (71! 1),
(83! 3), (118! 4), and (172! 12) s.f.u., respectively, and
these values are listed in the last column of Table II. Not
surprisingly, this activity based classification results in each
group containing data from nonconsecutive years, and in
some cases even from different solar cycles, because the
actual chronology of the data was not a criterion for this
classification.
The GRAPES-3 data, after the classification into four

groups as described above, are separately analyzed by
first calculating the nine values of HK parameter each

corresponds to a median rigidity R in that direction. For the
first group this exercise yielded − ∂HK

∂R ¼ ð0.86! 0.06Þ×
10−7 km−1 s GV−1 as listed in Table III, which corresponds
to a mean F10.7 of 71 s.f.u. Progressively, larger magni-
tudes of − ∂HK

∂R of ð1.39!0.22Þ×10−7 km−1 sGV−1, ð1.52!
0.14Þ×10−7 km−1sGV−1, ð1.56!0.34Þ×10−7 km−1sGV−1

are observed for the second (83 s.f.u.), third (118 s.f.u.),
and the fourth (172 s.f.u.) groups, respectively. In view of
the dependence of HK both on the median rigidity R and
the solar activity (F10.7), it became necessary to simulta-
neously display this relationship through a 3D plot as
shown in Fig. 7. Here, the two independent variables,
namely, R the median rigidity and F10.7 are shown along
the x-, and the y-axes, respectively. The value of HK para-
meter which is the dependent variable is shown along the
z-axis. The color-coded surface shown in Fig. 7 represents
the dependence of HK on R and F10.7, respectively. The
nonplanarity of this surface implies that the combined
dependence of HK on these two variables is far more
complex than a simple linear one. The anticorrelation
between HK and R is expected, because at higher rigidities
the GCRs are less influenced by the changes in the solar
wind velocity. Similarly, a higher solar activity implies the
presence of a stronger IMF, and that in turn is expected
to produce a larger value of HK as seen from Fig. 7.
This complex relationship of HK with R and F10.7 is

TABLE II. Solar activity based grouping of the annual data.

Group no. Year of observation F10.7 index Mean F10.7

1 2008 69.0 71! 1
2019 69.7
2018 70.0
2009 70.5
2007 73.1
2020 73.7

2 2017 77.3 83! 3
2010 80.0
2006 80.0
2021 81.6
2016 88.8
2005 91.7

3 2004 106.5 118! 4
2011 113.3
2015 117.7
2012 120.0
2013 122.7
2003 128.4

4 2014 145.9 172! 12
2002 179.5
2000 180.0
2001 181.1

FIG. 6. Mean annual F10.7 Index plotted in ascending order,
that is, each point represents the data from a single year. The data
are segregated into four groups, labeled 1 through 4, and each
groups is circumscribed by an ellipse for easy identification.

TABLE III. Rigidity dependence of ∂HK
∂R .

Group no. − ∂HK
∂R Significance

1 ð0.86! 0.06Þ × 10−7 14σ
2 ð1.39! 0.22Þ × 10−7 6σ
3 ð1.52! 0.14Þ × 10−7 11σ
4 ð1.56! 0.34Þ × 10−7 5σ

H. KOJIMA et al. PHYS. REV. D 109, 063011 (2024)
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Bonus: Tonga Volcano Eruption

• Biggest after eruption of Krakatoa, Indonesia (1883)
• 5-200 megatons of TNT (~200 megatons of TNT)
• ~150 billion litres of water into stratosphere (~10%)
• Expelled ~10 km3 rock & ash (~4000 pyramids)
• Record height of >55 km
• Raise in global temperature
• May dissipate in decade
• Record-breaking shock wave (pressure wave)

15 January 2022
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Muon Intensity Variation
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Properties of the Cloud
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• Mean V = 1.3 GV
• Lin. Vel. = 60 km hr-1

• Ang. Vel. = 6.2° min-1

• Height = 11.4 km amsl
• Radius ≥ 11 km
• Area ≥ 380 km2

• C ≥ 0.85 µF
• Q ≥ 1100 C
• E ≥ 720 GJ
• P ≥ 2 GW

• Comparable to biggest nuclear reactor / 
hydroelectric / thermal power plants

• Enough to power a big town

B. Hariharan et al., PRL 122, 105101 (2019)
(Focus article & Editors‘ suggestion)



Gamma Ray Detection
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Neutron Monitor Data
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Shower Front Correction

50

V.B. Jhansi et al., JCAP07(2020)024
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Advantages



Monte Carlo Simulation
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well-captured by the surface plot shown in Fig. 7. The first
column in Table IV lists the solar activity based group
number (1 through 4) and the second column corresponds
to the mean value of F10.7. The third column contains the
value of mean solar wind velocity VSW and the fourth
column the median rigidity R for the nine directions in
that group.
The subsequent analysis is identical to the one used in a

previous work [15]. The integral form of the diffusion-
convection equation,

nðrÞ ¼ nðr0Þ exp
!
−
v0ðr0 − rÞ

κrr

"
ð0 ≤ r ≤ r0Þ;

allows the variations in VSW to be linked to those in GCR
intensity, when expressed in differential form relative to the
velocity “v0” yields the HK parameter,

1

n
∂n
∂v0

¼ −
ðr0 − rÞ

κrr

or

κrr ¼ −ðr0 − rÞ
#
Δn
nΔv

$−1
;

where − Δn
nΔv is the HK parameter. The value of HK

parameter varies by a factor of 8 from a low 0.216 ×
10−5 km−1 s to 1.796 × 10−5 km−1 s as displayed in the
sixth column of Table IV.

While the anticorrelation between the concurrent GCR
intensity and solar wind velocity is used to calculate the
HK parameter; however, this correlation is expected to
gradually weaken with the increasing time offset between
the measurements of these two parameters. By utilizing
the hourly GCR data from each solar activity group, the
correlation coefficient between these two parameters is
calculated as a function of the time offset. By following the
procedure cited in [15], the full width at half maximum of
correlation coefficient termed the “correlation length” is
separately calculated for each of the nine directions. The
correlation length provides a fairly good measure of the size
of the region “(r0 − r)”, where the solar wind velocity and
GCRs remain correlated. The correlation length varies from
a low value of 63 hours to a high of 88 hours as shown in
the fifth column of Table IV. The mean solar wind velocity,
shown in the third column of Table IV, is used to calculate
the correlation length for that group. Similarly, the size
(r0 − r) listed in each row in Table IV is used to compute
the radial diffusion coefficient κrr,

κrr ¼
ðr0 − rÞ
HK

:

The computed values of κrr are shown in the eighth column
of Table IV. As expected, the maximum value of the radial
diffusion coefficient κrr ¼ 5.63 × 1019 m2 s−1 occurs dur-
ing the lowest solar activity (F10.7 ¼ 71 s:f:u:) in the
direction of the highest median rigidity (92 GV). Similarly,
its minimum value of κrr ¼ 0.56 × 1019m2 s−1 is observed
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FIG. 7. HK parameter is plotted along the z-axis as a function of the median rigidity R along the x-axis and the solar activity index
“F10.7” along the y-axis. HK systematically increases with, (a) decreasing R, (b) increasing F10.7. The nonplanar nature of the HK
surface indicates the presence of significant nonlinearity in this relationship.
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λk ¼

3κk
c

;

where “c” is the velocity of light as well as that of the GCRs
in the present case. The computed values of λk are shown in
the last column of Table IV. Since the parallel mean free path
λk scales with κrr thus, λk too varies by about a factor of 10
from a maximum of 7.4 au at the highest median rigidity
(92GV) and lowest solar activity (71 s.f.u.) to a minimumof
0.7 au at the lowest median rigidity (64 GV), and maximum
solar activity (172 s.f.u.) during this span of 22 years. As
discussed earlier that modeling the transport of GCRs in the
heliosphere requires a knowledge of its global structure
including that of the magnetic field both on the large and
small scales [14]. In that context, the GRAPES-3 measure-
ments of parallel mean free path λk ¼ ð0.7–7.4Þ au obtained
for the median rigidity range of 64–92 GVmight turn out to
be fairly useful.
The variations of parallel mean free path λk as a function

of the median rigidity of GCRs and the solar activity are
shown in Fig. 8. As in the case of HK parameter shown in
Fig. 7, the two independent variables, namely, the median
rigidity R, and the solar activity (F10.7) are shown along
the x- and y-axes, respectively whereas λk is shown along
the z-axis. λk also displays a complex dependence on the
median rigidity and solar activity. However, unlike in the
case of HK where the variation occurs fairly uniformly,

the bulk of variation in λk occurs at lower levels of solar
activity below F10.7 ¼ 100 s:f:u: as seen from Fig. 8.
The pioneering work of Palmer [31] was focused on a

discussion of the transport of low-energy GCRs in the
heliosphere, and they had also compiled the measurements
of parallel mean free path λk up to a GCR rigidity of 3 GV.
Subsequently, this work came to be recognized as the
“Palmer consensus”. However, with the advent of newer
measurements at higher rigidities, and through a continu-
ally improving understanding of the GCR transport in the
heliosphere the Palmer consensus has been periodically
revisited and updated [14,32–34].
In a recent work, a data-driven analysis of the temporal

dependence of data on monthly GCR intensity gathered
over equivalent of a solar cycle by the AMS-02 and
PAMELA experiments in space was performed to deter-
mine the rigidity and time dependence of the GCR parallel
mean free path in the heliosphere. A global statistical
inference of these data permitted the authors to interpret the
GCR intensity in terms of basic processes of particle
transport and their relations with the dynamics of the
heliospheric plasma [35]. This approach was used to
calculate the time, and rigidity dependence of parallel
mean free path λk. It is to be noted that the PAMELA
data were recorded during relatively lower solar activity
than the AMS-02 data. These two sets had a sizable overlap
in time which resulted in significant overlap in the values of
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FIG. 8. The parallel mean free path λk plotted along the z-axis as a function of the median rigidity R along the x-axis, and the solar
activity index F10.7 along the y-axis. First, λk gradually increases with, (a) increasing R, and (b) decreasing F10.7. However, below
about F10.7 ¼ 100 s:f:u:, the rate of change of λk increases rapidly. The nonplanar nature of the λk surface indicates a nonlinear
dependence on R, and F10.7 that is far more striking than in the case of HK shown in Fig. 7.
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