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Introduction
• Two results using tau decays at Belle
• Tau LFV: 𝜏 → ℓ𝛾 (ℓ = 𝑒, 𝜇)

• Tau LNV/BNV: 𝜏 → 𝑝ℓℓ! (ℓ ! = 𝑒, 𝜇)
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Belle experiment
• Operation: 1999 - 2010
• Collision: 8 GeV 𝑒" , 3.5 GeV 𝑒#
• 𝜎 𝑒𝑒 → 𝑏𝑏 ~1.1 nb, 𝜎 𝑒𝑒 → 𝜏𝜏 ~0.9 nb à 𝝉 factory!
• Possible to use all Υ 𝑛𝑆 resonance data (𝑛 = 1. . 5)
• Possible to use off resonance data (~100 fb-1)

à In total, 𝟗. 𝟏×𝟏𝟎𝟖 𝑵𝝉𝝉 (Ref. BaBar: 𝟒. 𝟖×𝟏𝟎𝟖 𝑵𝝉𝝉)
Link
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https://belle.kek.jp/bdocs/lumi_belle.png
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Search for tau LFV decays 
𝝉 → ℓ𝜸



Motivation: 𝝉 → ℓ𝜸 (ℓ = 𝒆, 𝝁)
Charged Lepton Flavor Violation (CLFV)
• Small probability via neutrino oscillations:

• 𝜏 → ℓ𝛾: Sizeable probability in several models

5

γ

τ #(µ or e)

W

ντ ν#

B(𝜏 → 𝜇𝛾) < O(10!"#)
Eur.Phys.J.C8,3(1999)

⌧ LFV

Model Reference ⌧ ! µ� ⌧ ! µµµ

SM + ⌫ Oscillations EPJ C8 (1999) 513 10�40 –
SM + heavy Maj ⌫R PRD 66 (2002) 034008 10�9 10�10

Non universal Z’ PLB 547 (2002) 252 10�9 10�8

SUSY SO(10) PRD 68 (2003) 033012 10�8 10�10

mSUGRA + seesaw PRD 66 (2002) 115013 10�7 10�9

SUSY Higgs PLB 566 (2003) 217 10�10 10�7

Experimental results:

BaBar: B(⌧ ! µ�) < 4.4⇥ 10�8 PRL 104, 021802 (2010)
Belle: B(⌧ ! µ�) < 4.5⇥ 10�8 Phys. Lett. B 666, 16 (2008)
New Belle Result will be discussed!!

Belle: B(⌧ ! µµµ) < 2.1⇥ 10�8 Phys. Lett. B 687, 139 (2010)
BaBar: B(⌧ ! µµµ) < 3.3⇥ 10�8 PRD 81, 111101 (R) (2010)
LHCb: B(⌧ ! µµµ) < 4.6⇥ 10�8 JHEP 02, 121 (2015)
CMS: B(⌧ ! µµµ) < 8.0⇥ 10�8 JHEP 01, 163 (2021)
ATLAS: B(⌧ ! µµµ) < 3.8⇥ 10�7 Eur. Phys. J. C 76, 232 (2016)

Debashis Sahoo TAU PHYSICS 9 / 27

γ

τ µ

τ̃

χ̃0
µ̃

Observation of CLFV à clear signature of new physics
𝝉 → ℓ𝜸: Sensitive to several models!

New physics (eg. SUSY)

https://link.springer.com/article/10.1007%2Fs100529901088


Past searches for 𝝉 → ℓ𝜸
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We updated the results of a search for 𝜏 → ℓ𝛾

• Increased 𝑁,,: 4.8×10- à9.1×10- (535 fb-1à988 fb-1)
• Introduced new observables and improved selection
• Calibrated photon energy resolution using 𝑒𝑒 → 𝜇𝜇𝛾

90%CL Belle BaBar
Luminosity 535 fb-1 516 fb-1

𝑁## 4.8×10$ 4.8×10$

𝐵 𝜏 → 𝜇𝛾 4.5×10%$ 4.4×10%$

𝐵 𝜏 → 𝑒𝛾 12×10%$ 3.3×10%$

Reference PLB (2008)666 PRL (2010)021802

https://www.sciencedirect.com/science/article/pii/S0370269308007673
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.104.021802
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Photon energy resolution calibration
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Energy range: 1 GeV ‒ 6 GeV
• Calibrated resolution agrees with that in data

NEW!

Revised the photon-energy resolution calibration
• Use radiative muon event (𝑒𝑒 → 𝜇𝜇𝛾)

• Cover a broad energy range

Goal
• Measure the energy resolution in data
• Calibrate it in simulation to agree with that in data

Evaluation
• Subtract 𝐸&'()*+ from 𝐸, for data and simulation

• 𝐸&'()*+ = 𝐸-'./ − 𝐸0! − 𝐸0"

• 𝐸,: measured in the calorimeter
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Analysis approach 𝜇 or 𝑒
𝛾

ℓ

𝜈ℓ 𝜈%

𝜏

𝜏
𝑒 𝑒

Thrust

Signal side

Tag side

Signal-side: Nℓ = 1 and 𝑁3 = 1

Tag-side: 1prong 𝜏 (Eg. ℓ𝜈𝜈, 𝜋𝜈, 𝜌𝜈)
Signal region definition

• 𝑀45 = 𝐸4678
9: ;

− 𝑝ℓ39:
;

• Δ𝐸/ 𝑠 = (𝐸ℓ3
9: − 𝐸4678

9: )/ 𝑠

Background component
• 𝜏 → ℓ𝜈𝜈 + ISR 𝛾 or beam bkg
• 𝑒𝑒 → 𝜇𝜇/𝑒𝑒 + ISR 𝛾 or beam bkg
Signal extraction
• Perform UEML fit to the SR

Unbinned Extended Maximum Likelihood

𝐸&'()
*+ ~

𝑠
2

Signal region
(SR)

𝑀&,~𝑚%

Δ𝐸/ 𝑠~0

CM frame

※ use Mbc instead of Minv
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事象選別
Point: 信号の特徴から背景事象を落とす

ℓ!
+

&"
,# ,̅$

.!

."
&! &"
タグサイド

信号事象
信号サイド

+
ℓ!

ℓ"

&! &"

背景事象
ℓ!+

&"
,# ,̅$

.!

."
&! &"

,̅ℓ

例. 重心系での全エネルギー (9?@?AB/ <)
• 44@, Bhabha事象: ニュートリノなし
• 信号事象: ニュートリノ存在 (タグサイド)
タグサイドの崩壊過程($ → ℓ55, 65, 75)で信号
分布は変わる
à カット値をタグサイドの崩壊過程で最適化!

,$
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Event Selection 1

ℓ!
𝛾

𝑒-
𝜈. 𝜈̅%

𝜏!

𝜏-
𝑒! 𝑒-

Tag-side

Signal: 𝜏 → ℓ𝛾

Signal-side
𝛾 ℓ!

ℓ-

𝑒! 𝑒-

Background: 𝑒𝑒 → ℓℓ𝛾

Eg. Total energy in CM frame (𝑬𝐭𝐨𝐭𝐂𝐌/ 𝒔)
• 𝜏 → ℓ𝛾: 𝑁I > 0 in tag-side,  𝑒𝑒 → ℓℓ𝛾: 𝑁I = 0
à Signal distribution depends on tag-side decays (𝜏 → ℓ𝜈𝜈, 𝜋𝜈, 𝜌𝜈)

Optimized selection per channel: ℓ, 𝜋, 𝜌 channel
NEW!

※ All selection criteria are optimized to maximize search sensitivity

Signal: 𝜏 → 𝜇𝛾

Several observables are used: eg. Total energy, missing angle

𝜇𝜇𝛾
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-1 Ldt = 988 fbò

Event Selection 2
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Ideal signal events,
𝑝,(J7K)
9: = −𝑝, LMN

9: = − 𝑝ℓ9: + 𝑝39:

à 𝜉, J7K ,JP75Q J7K
9: = cos𝜃R J7K ,JP75Q(J7K)

𝜏 SM decay: 𝑝, LMN9: ≠ 𝑝ℓ9: + 𝑝39:

à 𝜉, J7K ,JP75Q J7K
9: ≠ cos𝜃R J7K ,JP75Q(J7K)

ℓ!𝛾

𝑒-

𝜈. 𝜈̅%

𝜏!

𝜏-
𝑒! 𝑒-

Tag-side

ℓ!𝛾

𝑒-
𝜈. 𝜈̅%

𝜏!

𝜏-
𝑒! 𝑒-

𝜈̅ℓ
𝜈%

𝜏 → ℓ𝛾 𝜏 SM decay

Signal(𝝉 → 𝝁𝜸)

Background

CM frame

New observable

𝜉, J7K ,JP75Q J7K
9: =

(S! "#$
%& ⋅S"'#() "#$

%& )

S! "#$
%& |S"'#() "#$

%& |

Good separation between signal and background
NEW!

0 ≤ 𝜉 ≤ 1.0
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Result

No significant excess over SM background predictions

Observed event: 5 Observed event: 5

𝜏 → 𝜇𝛾 𝜏 → 𝑒𝛾

𝑁-12
'34 = 5.8 ± 0.4 𝑁-12

'34 = 5.1 ± 0.4Signal eff. = 3.7% Signal eff. = 2.9%

𝑠 = −0.3"K.L#K.M, 𝑏 = 5.3"N.L#L.N 𝑠 = −0.5"L.O#P.P, 𝑏 = 5.5"P.K#Q.N
Unbinned Extended ML fit result

Luminosity: 988 fb-1 : 9.1×10-𝑁,,
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Upper limits at 90% CL
Upper limit on branching fraction at 90% CL

𝑩×𝟏𝟎!𝟖
at 90% CL

BaBar
𝑁%% = 4.8×100

Belle
𝑁%% = 4.8×100

Belle
𝑁%% = 9.1×100

Exp Obs Exp Obs Exp Obs
𝐵 𝜏 → 𝜇𝛾 8.2 4.4 8.0 4.5 4.9 4.2
𝐵 𝜏 → 𝑒𝛾 9.8 3.3 12 12 6.5 5.6

• Expected limits: factor 1.5 ‒ 1.7 improved
• Observed limits, 𝜏 → 𝜇𝛾: Most stringent limit to the date

and background, respectively. In order to obtain the expected (observed) upper limits on
the branching fraction at 90% CL, the s̃ value that gives a 90% probability for s̃ larger
than zero (fitted signal yield) is taken: s̃90. The method to incorporate the systematic
uncertainties into a branching fraction discussed in Ref. [20] is adopted in this analysis: the
uncertainties related to overall signal efficiency and background PDF modeling are treated
separately. The likelihood defined in Eq. (3.1) is convolved with a Gaussian function of
width equal to the systematic uncertainty, so the s̃ and b̃ values are smeared accordingly.
The uncertainties inflate the upper limits on the branching fraction by ⇠2-3%; this effect
is not large and consistent with the past results [5]. The expected upper limits on the
branching fraction B(⌧± ! `±�) at 90% CL is calculated as B(⌧± ! µ±�) < 4.9 ⇥ 10�8

and B(⌧± ! e±�) < 6.4 ⇥ 10�8. Our expected limits are 1.6–1.8 times more stringent
compared to the previous Belle results [5].

The toy MC simulation provides an observed upper limit on signal at the 90% CL as
s̃90 = 2.8 (s̃90 = 3.0) events from the fit for ⌧± ! µ±� (⌧± ! e±�). The observed upper
limits on the branching fractions are

B(⌧± ! µ±�) <
s̃90

2✏N⌧⌧
= 4.2⇥ 10�8, (4.1)

B(⌧± ! e±�) <
s̃90

2✏N⌧⌧
= 5.6⇥ 10�8, (4.2)

where N⌧⌧ = (912 ± 14) ⇥ 106, and the signal efficiencies are ✏ = 3.7% and 2.9% for
⌧± ! µ±� and ⌧± ! e±�, respectively.

5 Summary

In this paper, a search conducted for the charged-lepton-flavor-violating decays, ⌧± ! µ±�

and ⌧± ! e±�, at the Belle experiment is reported. It uses 988 fb�1 of data, about twice the
size used in the previous Belle analysis [5]. In addition, requirements with new observables
of energy asymmetry and beam-energy-constrained mass are introduced to further reduce
background events. The selection is optimized by taking into account the different tag-
side modes to maximize search sensitivities. Lastly, the photon energy is calibrated using
radiative muon events. Thanks to those improvements and 1.9 times data, our expected
limits are 1.6–1.8 times more stringent compared to the previous Belle results [5]. With the
absence of signal in any modes, the upper limits are set on branching fractions: B(⌧± !

µ±�) < 4.2 ⇥ 10�8 and B(⌧± ! e±�) < 5.6 ⇥ 10�8 at the 90% confidence level. The
observed limit on the ⌧± ! µ±� decay is the most stringent to date.
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Search for tau LNV/BNV 
decays 𝝉 → 𝒑ℓℓ′



LNV and BNV @ Belle

Decay channels: ⌧� ! p̄e+e�, pe�e�,
p̄e+µ�, p̄e�µ+, pµ�µ�, and p̄µ+µ� using 921 fb�1 Belle data sets

A diagram for ⌧� ! p̄µ+µ�

possible in a new physics
scenario proposed by
Fuentes-Martin et al. [JHEP
1501,134 (2015)]]

Debashis Sahoo TAU PHYSICS 18 / 27
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Motivation
Matter-antimatter asymmetry in nature
• Need Baryon number violation (BNV)
• BNV in charged lepton decays à lepton number violation

Sakharov’s conditionBNV in ⌧ sector

⌧ is the only lepton may decay to Baryons

Experimental search:

Belle: B(⌧� ! ⇤⇡�) < 0.72⇥ 10�7 Phys.Lett.B 632, 51-57 (2006)
Belle: B(⌧� ! ⇤⇡�) < 1.4⇥ 10�7 Phys.Lett.B 632, 51-57 (2006)

CLEO: B(⌧� ! p�) < 3.5⇥ 10�6 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⇡0) < 1.5⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p2⇡0) < 3.3⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⌘) < 8.9⇥ 10�6 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⇡0⌘) < 2.7⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)

LHCb: B(⌧� ! pµ�µ�) < 4.4⇥ 10�7 Phys. Lett. B 724 (2013)
LHCb: B(⌧� ! pµ+µ�) < 3.3⇥ 10�7 Phys. Lett. B 724 (2013)
New Belle results will be discussed!!

Debashis Sahoo TAU PHYSICS 17 / 27

Past search in BNV/LNV

(LNV)

We search for six decays 𝜏b → 𝑝̅𝑒c𝑒b, 𝑝𝑒b𝑒b, 𝑝̅𝑒c𝜇b, 𝑝̅𝑒b𝜇c,
𝑝𝜇b𝜇b and 𝑝̅𝜇c𝜇b using 921 fb-1 at Belle
※ This search uses Υ 4𝑆 , Υ 5𝑆 and off-resonance data
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Analysis approach

4

To optimize the event selection and obtain signal de-
tection e�ciency, we use Monte Carlo (MC) simulation
samples. Signal and background events from e+e� !
⌧+⌧�(�) are generated by the KKMC [14] program,
while the subsequent decays of ⌧ leptons are handled by
TAUOLA [15] or PYTHIA [16], and final-state radiation
is included with PHOTOS [17]. For the signal MC sam-
ples, we generate ⌧+⌧� events, where one ⌧ decays into
p``0(`, `0 = e, µ), assuming a phase-space distribution,
and the other ⌧ into all SM-allowed final states (“generic
decay”). Non-⌧ backgrounds, such as e+e� ! qq (udsc
continuum, BB), Bhabha scattering, and dimuon pro-
cesses are generated with EvtGen [18], BHLUMI [19],
and KKMC, respectively. We generate two-photon me-
diated final states using DIAG36 [20] and TREPS [21].
The DIAG36 program is applied for the e+e�qq produc-
tion as well as for the e+e�e+e� and e+e�µ+µ� pro-
cesses. We use TREPS to generate the e+e�pp final
state with its cross section tuned to the known mea-
surements. Additionally, MC samples for suppressed de-
cays [22] ⌧� ! ⇡�e+e�⌫⌧ and ⇡�µ+µ�⌫⌧ are used to
study possible background contaminations.

We follow a “blind” analysis technique in this search,
where the signal region (defined below) in data remains
hidden until all of our selection criteria and background
estimation methods are finalized. Below we describe dif-
ferent stages of event reconstruction and selection. All
kinematic observables are measured in the laboratory
frame unless stated otherwise.

At the preliminary level, we try to retain as many
generic e+e� ! ⌧+⌧� events as possible in the sam-
ple while reducing obvious backgrounds. Towards that
end, we apply the following criteria on di↵erent kinematic
variables. Charged track and photon candidates are se-
lected within a range of 17� < ✓ < 150�, where ✓ is their
polar angle relative to the z axis (opposite the e+ beam
direction). We require the transverse momentum (pT)
of each charged track to be greater than 0.1GeV and
the energy of each photon to be greater than 0.1GeV.
Natural units ~ = c = 1 are used throughout the pa-
per. Each track must have a distance of closest approach
with respect to the interaction point (IP) within ±0.5 cm
in the transverse plane and within ±3.0 cm along the z
axis. Candidate ⌧ -pair events are required to have four
charged tracks with zero net charge; this criterion greatly
reduces the amount of background from high-multiplicity
e+e� ! qq events. We require the primary vertex, recon-
structed by minimizing the sum of �2’s computed with
helix parameters measured for all four tracks, to be close
to the IP. Requirements on the radius, r < 1.0 cm, and
z position, |z| < 3.0 cm, of the event primary vertex sup-
press beam-related and cosmic muon backgrounds.

As two-photon mediated events contain many low-pT
tracks, a minimum threshold on the highest pT track
(pmax

T > 0.5GeV) provides a useful handle against such
events. This background is suppressed further by requir-

ing either pmax
T > 1GeV or Erec > 3GeV, where Erec is

the sum of momenta of all charged tracks and energies
of all photons in the center-of-mass (CM) frame. Addi-
tionally, we require [Etot < 9GeV, ✓max < 175�, or 2 <
EECL < 10GeV] and [Nbarrel � 2, or Etrk

ECL < 5.3GeV],
where the total energy Etot = Erec + pCM

miss with pCM
miss be-

ing the magnitude of the missing momentum in the CM
frame, ✓max is the maximum opening angle between any
two tracks, EECL is the sum of energies deposited by all
tracks and photons in the ECL, Nbarrel is the number of
tracks in the barrel region, given by 30� < ✓ < 130�, and
Etrk

ECL is the sum of energies deposited by tracks in the
ECL in the CM frame.
At the second stage of selection, we apply the follow-

ing criteria to pick up candidate events that are more
signal-like. First we require the four charged tracks to
be arranged in a 3-1 topology as shown in Fig. 1. This
classification is done by means of the thrust axis [23] cal-
culated from the observed track and photon candidates.
One of the two hemispheres divided by the plane per-
pendicular to the thrust axis should contain three tracks
(signal side) and the other has one track (tag side). To
reduce e+e� ! qq background further, we require the
magnitude of the thrust to be greater than 0.9.

FIG. 1. A schematic of 3-1 topology defined in the CM frame.
The blue dotted line divides the event into two hemispheres
based on the thrust-axis direction.

As neutrinos are emitted only from the tag-side ⌧ can-
didate in case of a signal, the direction of the missing
momentum vector (~pmiss) lies on the tag side. The co-
sine of the angle between ~pmiss and the momentum of the
track on the tag side in the CM frame is thus required
to be greater than zero. Photons from radiative Bhabha
and dimuon events are emitted in the beam direction.
Similarly, the initial-state electrons and positrons in two-
photon events are emitted along the beam pipe. To sup-
press these events, we require the polar angle of ~pmiss

to lie between 5� and 175�. The aforementioned sets of
selection criteria are common to all six channels.

Signal-side: Reconstruct 𝑝, ℓ, ℓ′
Tag-side: 1prong 𝜏 decays
Signal region (SR) definition

𝑀P65 = 𝐸Sℓℓ*
;
− 𝑝Sℓℓ*

;

Δ𝐸 = (𝐸Sℓℓ*
9: − 𝐸4678

9: )

5

We require one of the three charged tracks in the signal
side to be identified as a proton or an antiproton. It
must satisfy L(p/K) > 0.6 and L(p/⇡) > 0.6, where
L(i/j) = Li/(Li+Lj) with Li and Lj being the likelihood
for the track to be identified as i and j, respectively. The
likelihood values are obtained [24] by combining specific
ionization (dE/dx) measured in the CDC, the number of
photoelectrons in the ACC, and the flight time from the
TOF. The proton identification e�ciency with the above
likelihood criteria is about 95%, while the probability of
misidentifying a kaon or a pion as a proton is below 10%.

Electrons are distinguished from charged hadrons with
a likelihood ratio eID, defined as Le/(Le+Lee), where Le

(Lee) is the likelihood value for electron (not-electron) hy-
pothesis. These likelihoods are determined [25] using the
ratio of the energy deposited in the ECL to the momen-
tum measured in the CDC, the shower shape in the ECL,
the matching between the position of charged-track tra-
jectory and the cluster position in the ECL, the number
of photoelectrons in the ACC, and dE/dxmeasured in the
CDC. To recover the energy loss due to bremsstrahlung,
photons are searched for in a cone of 50mrad around
the initial direction of the electron momentum; if found,
their momenta are added to that of the electron. For
muon identification an analogous likelihood ratio [26] is
defined as µID = Lµ/(Lµ + L⇡ + LK), where Lµ, L⇡,
and LK are calculated with the matching quality and
penetration depth of associated hits in the KLM. We
apply eID > 0.9 and µID > 0.9 to select the electron
and muon candidates, respectively. The electron (muon)
identification e�ciency for these criteria is 91% (85%)
with the probability of misidentifying a pion as an elec-
tron (a muon) below 0.5% (2%). The kaon-to-electron
misidentification rate is negligible, while the probability
of detecting a kaon as a muon is similar to that of a pion.

We apply a loose criterion eID < 0.9 on the p or p
candidate to suppress the potential misidentification of
electrons as protons. No particle identification require-
ment is applied for the sole track in the tag side, for which
the default pion hypothesis is assumed.

The ⌧ lepton is reconstructed by combining a proton
or an antiproton with two charged lepton candidates. A
vertex fit is performed for the ⌧ candidate reconstructed
from these three charged tracks. To identify the sig-
nal, we use two kinematic variables: the reconstructed

mass Mrec =
q

E2
p``0 � ~p 2

p``0 and the energy di↵erence

�E = ECM
p``0 � ECM

beam, where Ep``0 and ~pp``0 are the sum
of energies and momenta, respectively, of the p, ` and `0

candidates. The beam energy ECM
beam and ECM

p``0 are calcu-
lated in the CM frame. For signal events Mrec peaks at
the nominal ⌧ mass [27] and �E near zero.

The signal region is taken as 1.76  Mrec  1.79GeV
and �0.13  �E  0.06GeV for the ⌧� ! pe+e� and
⌧� ! pe�e� channels (shown by the red box in Fig. 2).
Similarly, for the ⌧� ! pe+µ� and ⌧� ! pe�µ+ chan-

nels, the signal region is defined as 1.764  Mrec 
1.789GeV and �0.110  �E  0.055GeV. Lastly, for
the ⌧� ! pµ+µ� and ⌧� ! pµ�µ� channels, the sig-
nal region is given by 1.766  Mrec  1.787GeV and
�0.10  �E  0.05GeV. The Mrec requirements corre-
spond to a ±3� window and the �E ranges are chosen to
be asymmetric [�5�,+3�] owing to the radiative tail on
the negative side, where � is the resolution of the respec-
tive kinematic variable. The radiative tail is the largest
(smallest) for channels with two electrons (muons) in the
final state. The sideband is the �E–Mrec region outside
the signal region; we use it to check the data-MC agree-
ment for di↵erent variables. Similarly, the �E strip, in-
dicated by the region between two green dashed lines
excluding the red box in Fig. 2, is used to calculate the
expected background yield in the signal region.
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FIG. 2. �E–Mrec distribution for the ⌧� ! pe+e� signal MC
sample. The red box denotes the signal region, the region
outside it is the sideband, and the area between two green
dashed lines excluding the red box is the �E strip. The size
of the blue filled box represents the number of events in a
given bin. For other channels these three regions are similarly
defined except that the red box position is changed owing to
the di↵erence in �E and Mrec resolutions.

We perform a sideband study to identify the sources of
background that are dominated by events with a misiden-
tified proton or antiproton, as well as to verify the over-
all data-MC agreement. After applying the requirements
used for the selection of ⌧ -pair events and charged parti-
cle identification, the Mrec and �E distributions for the
remaining ⌧� ! pe+e� candidates in the sideband are
shown in Fig. 3.
Photon conversion in the detector material constitutes

a major background for the ⌧� ! pe+e� channel. To
suppress it, we require the invariant mass of two op-
positely charged track pairs Me+e� and Mpe+ , calcu-
lated under the electron hypothesis, to be greater than
0.2GeV (Fig. 4). The remaining contribution is largely
from radiative Bhabha events leading to the final state of
e+e�e+e�. As there are four electrons in the final state, a
maximum threshold of 10GeV on the sum of their ECL
cluster energies helps suppress these backgrounds. We

SideBand region definition
• ΔE −MP65 region outside the red box
à Used it to calculate expected 𝑁4QK in the SR

SR

SideBand
Background component
• 𝜏𝜏 SM decay, 𝑒𝑒 → ℓℓ, 𝑒𝑒 → 𝑒𝑒ℓℓ

Signal 𝜏b → 𝑝̅𝑒c𝑒b
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Event Selection
Several observables are used
• Maximum 𝑝g of charged tracks
• Event shape variable: Thrust
• 𝑐𝑜𝑠𝜃J7K,8hii9: and 𝜃8hii
• 𝛾 conversion veto

• Photon conversion in the detector 
material constitutes a major bkg
for 𝜏% → 𝑝̅𝑒%𝑒5, 𝑝𝑒%𝑒%, 𝑝̅𝑒5𝜇%, 𝑝𝜇%𝜇5

6

apply the same set of criteria for ⌧� ! pe�e�.
In the ⌧� ! pe+µ� channel, the presence of p and e+

in the final state leads to a possible background from pho-
ton conversion. A conversion veto (Mpe+ > 0.2GeV) as
described above is applied to suppress its contamination;
here the electron hypothesis is assumed for the antipro-
ton track. We apply no conversion veto for ⌧� ! pe�µ+

in absence of a peak in Mpµ+ .
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FIG. 3. Mrec and �E distributions in the sideband for
⌧� ! pe+e� before the photon conversion veto applied.
Black arrows denote the signal region. Signal MC events are
arbitrarily normalized while background MC events are scaled
to the number of data events.

We check the possibility of electrons from photon con-
version faking muons in ⌧� ! pµ�µ�. This arises from
radiative dimuon events, where one of the electrons from
� ! e+e� is misidentified as a proton and the other as a
muon. For the latter to happen, the electron must pick up
some KLM hits of the signal-side muon while both have
the same charge. On calculating the invariant mass of the
proton and muon tracks under the electron hypothesis,
we find a small peak and apply the veto Mpµ� > 0.2GeV
to suppress the conversion. As both muons have the op-
posite charge in ⌧� ! pµ+µ�, there is no chance for an
electron to fake a muon. Indeed, a negligible peaking
contribution is found in the Mpµ+ distribution, requiring
no conversion veto.

From the MC study the following sources of back-
grounds remain after the final selection. We find contri-
butions mainly from ⌧ decays, two-photon, and qq events
for ⌧� ! pe+e�; and ⌧ decay and two-photon events

for ⌧� ! pe�e�. Similarly, ⌧ decays, dimuon, and qq
events are the residual contributors for ⌧� ! pe+µ�;
and ⌧ decays, dimuon, qq, and two-photon events for
⌧� ! pe�µ+. For ⌧� ! pµ�µ� and ⌧� ! pµ+µ� we
have contributions mostly from ⌧ decays and qq events.
The backgrounds listed above for a given channel are in
the descending order of their contributions. While calcu-
lating the background contribution from ⌧ decays, we use
the exclusive MC samples for suppressed decays, where
appropriate.
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FIG. 4. Me+e� and Mpe+ (electron hypothesis) distributions
in the ⌧� ! pe+e� sideband. Black arrows show the conver-
sion veto position. Signal MC events are arbitrarily normal-
ized while background MC events are scaled to the number of
data events.

To calculate the background in the signal region, we
assume a uniform background distribution along theMrec

axis in Fig. 2. The assumption is validated with MC
samples before applying the method to data. As only a
few events survive our final set of selections, it becomes
a challenge to know the background shape in the Mrec–
�E plane. Instead of changing our selections channel-by-
channel, we release the proton identification requirement
for all six channels to check the background shape in the
sideband. While this alleviates the issue of low event
yields, we find for ⌧� ! pµ�µ� and pµ+µ� the negative
�E region is overpopulated, mostly owing to ⇡ ! µ
misidentification in generic ⌧ decays. Similarly, in case
of ⌧� ! pe+e� and pe�µ+ the positive �E region has a
higher event yield coming from two-photon and radiative
dimuon events. On the other hand, for all the channels
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apply the same set of criteria for ⌧� ! pe�e�.
In the ⌧� ! pe+µ� channel, the presence of p and e+

in the final state leads to a possible background from pho-
ton conversion. A conversion veto (Mpe+ > 0.2GeV) as
described above is applied to suppress its contamination;
here the electron hypothesis is assumed for the antipro-
ton track. We apply no conversion veto for ⌧� ! pe�µ+

in absence of a peak in Mpµ+ .
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⌧� ! pe+e� before the photon conversion veto applied.
Black arrows denote the signal region. Signal MC events are
arbitrarily normalized while background MC events are scaled
to the number of data events.

We check the possibility of electrons from photon con-
version faking muons in ⌧� ! pµ�µ�. This arises from
radiative dimuon events, where one of the electrons from
� ! e+e� is misidentified as a proton and the other as a
muon. For the latter to happen, the electron must pick up
some KLM hits of the signal-side muon while both have
the same charge. On calculating the invariant mass of the
proton and muon tracks under the electron hypothesis,
we find a small peak and apply the veto Mpµ� > 0.2GeV
to suppress the conversion. As both muons have the op-
posite charge in ⌧� ! pµ+µ�, there is no chance for an
electron to fake a muon. Indeed, a negligible peaking
contribution is found in the Mpµ+ distribution, requiring
no conversion veto.

From the MC study the following sources of back-
grounds remain after the final selection. We find contri-
butions mainly from ⌧ decays, two-photon, and qq events
for ⌧� ! pe+e�; and ⌧ decay and two-photon events

for ⌧� ! pe�e�. Similarly, ⌧ decays, dimuon, and qq
events are the residual contributors for ⌧� ! pe+µ�;
and ⌧ decays, dimuon, qq, and two-photon events for
⌧� ! pe�µ+. For ⌧� ! pµ�µ� and ⌧� ! pµ+µ� we
have contributions mostly from ⌧ decays and qq events.
The backgrounds listed above for a given channel are in
the descending order of their contributions. While calcu-
lating the background contribution from ⌧ decays, we use
the exclusive MC samples for suppressed decays, where
appropriate.
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FIG. 4. Me+e� and Mpe+ (electron hypothesis) distributions
in the ⌧� ! pe+e� sideband. Black arrows show the conver-
sion veto position. Signal MC events are arbitrarily normal-
ized while background MC events are scaled to the number of
data events.

To calculate the background in the signal region, we
assume a uniform background distribution along theMrec

axis in Fig. 2. The assumption is validated with MC
samples before applying the method to data. As only a
few events survive our final set of selections, it becomes
a challenge to know the background shape in the Mrec–
�E plane. Instead of changing our selections channel-by-
channel, we release the proton identification requirement
for all six channels to check the background shape in the
sideband. While this alleviates the issue of low event
yields, we find for ⌧� ! pµ�µ� and pµ+µ� the negative
�E region is overpopulated, mostly owing to ⇡ ! µ
misidentification in generic ⌧ decays. Similarly, in case
of ⌧� ! pe+e� and pe�µ+ the positive �E region has a
higher event yield coming from two-photon and radiative
dimuon events. On the other hand, for all the channels

Selection criteria

Several selection criteria are applied

3-1 event topolgy is used to select the
⌧⌧ events.

Maximum pmax
T of charged tracks

Selection on event shape variable such
as thrust

Selections on cos ✓CM
tag�miss and ✓miss

are applied for all the channels.

� conversion veto on ⌧� ! pe�e+,
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Selection criteria

Several selection criteria are applied

3-1 event topolgy is used to select the
⌧⌧ events.

Maximum pmax
T of charged tracks

Selection on event shape variable such
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Selections on cos ✓CM
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are applied for all the channels.
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ResultResults
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-e+ep →-τ  0.35± = 0.50 BGN
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-e- pe→-τ  0.07± = 0.23 BGN
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-ep →-τ  0.28± = 0.40 BGN
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Number of observed events in the signal region are consistent with the background
prediction.

Debashis Sahoo TAU PHYSICS 22 / 27

No significant excess over SM background predictions

𝑁)-6 = 1 𝑁)-6 = 1 𝑁)-6 = 0

𝑁)-6 = 0 𝑁)-6 = 1

𝑁)-6 = 0

Luminosity: 921 fb-1 (8.4×10-𝑁,,)
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Upper limits

7

the �E strip is found to have a uniform event density
in Mrec. Therefore, we calculate the background yield in
the signal region based on the number of events found in
the �E strip in lieu of the full sideband. The expected
numbers of background events in the signal region with
uncertainties are listed in Table I for all channels.

For ⌧� ! pe�e� and pe+µ� channels, no events sur-
vive in the �E strip as shown in Fig. 5. In these two
cases, we use the following method to get an approxi-
mate background yield in the strip. As the ⌧� ! pµ�µ�

channel has the most number of events, we take the ra-
tio of events in its lower sideband with and without ap-
plying proton identification. We multiply this ratio by
the number of events found in ⌧� ! pe�e� and pe+µ�

without proton identification requirement to get an ap-
proximate background yield in the �E strip, from which
the expected number of background in the signal region
is calculated. We have checked that this method gives a
background yield consistent with that directly obtained
from the �E strip for other four channels.

We calculate the systematic uncertainties arising from
various sources. The uncertainties due to lepton iden-
tification are 2.3% per electron and 2.0% per muon.
Similarly, the proton identification uncertainty is 0.5%.
Tracking e�ciency uncertainty is 0.35% per track, total-
ing 1.4% for four tracks in the final state. For the system-
atic uncertainty due to e�ciency variation, we take half
of the maximum spread in e�ciency with respect to its
average value found in the invariant-mass variables: Mp`,
Mp`0 , and M``0 . The uncertainty in the trigger e�ciency
studied with a dedicated trigger simulation program is
found to be 1.2% [22]. All these multiplicative contri-
butions are added in quadrature to get a total system-
atic uncertainty in e�ciency. The uncertainty associated
with integrated luminosity is 1.4%, and that due to the
e+e� ! ⌧+⌧� cross section is 0.3%. Both contribute as
an uncertainty to the number of ⌧ pairs used in the upper
limit calculation (see below).

There is one event observed in data in each of the
⌧� ! pe+e�, pe�e�, and pµ�µ� channels as shown in
Fig. 5. We find no events in the signal region in the case
of ⌧� ! pe�µ+, pe+µ�, and pµ�µ+. As the number
of events observed in the signal region is consistent with
the background prediction, we calculate an upper limit
using the Feldman-Cousins method [28]. The 90% CL up-
per limit on the signal yield (NUL

sig ) is obtained with the
POLE program [29] based on the number of observed
data and expected background events, the uncertainty
in background, as well as uncertainties in e�ciency and
number of ⌧ pairs. The upper limit on the branching
fraction is then:

B(⌧� ! pµ�µ�) <
NUL

sig

2N⌧⌧ ✏
, (1)

where the detection e�ciency in the signal region (✏) is
determined by multiplying the o↵-line selection e�ciency
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FIG. 5. �E–Mrec distributions where the red box denotes
the signal region and the green �E strip is used to calculate
the expected background. Black dots represent the data.

by the trigger e�ciency, and N⌧⌧ = �⌧⌧Lint = (841 ±
12) ⇥ 106 is the number of ⌧ pairs expected in 921 fb�1

of data. The trigger e�ciency is about 90% for all the
channels. In Table I we list results for all channels. The
obtained upper limits range from 1.8⇥10�8 to 4.0⇥10�8.
In summary, we have searched for six lepton-number-

and baryon-number-violating ⌧ decays into a proton or
an antiproton and two charged leptons using 921 fb�1 of
data. In the case of ⌧� ! pµ�µ� and pµ�µ+, our lim-
its are improved by an order of magnitude compared to
LHCb [8]. For the remaining four channels, we set limits
for the first time. These results would be useful in the

Upper limit on branching fraction at 90% CL

8

TABLE I. Signal detection e�ciency, number of expected
background events (Nbkg), number of observed data events
(Nobs), 90% CL upper limits on the signal yield and branch-
ing fraction for various decay channels.

Channel ✏ (%) Nbkg Nobs NUL
sig B (⇥10�8)

⌧� ! pe+e� 7.8 0.50± 0.35 1 3.9 < 3.0
⌧� ! pe�e� 8.0 0.23± 0.07 1 4.1 < 3.0
⌧� ! pe+µ� 6.5 0.22± 0.06 0 2.2 < 2.0
⌧� ! pe�µ+ 6.9 0.40± 0.28 0 2.1 < 1.8
⌧� ! pµ�µ� 4.6 1.30± 0.46 1 3.1 < 4.0
⌧� ! pµ�µ+ 5.0 1.14± 0.43 0 1.5 < 1.8

current and future pursuits of baryon number violation.
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𝑁TT = 8.4×10M

• 𝜏b → 𝑝𝜇b𝜇b, 𝜏 → 𝑝̅𝜇b𝜇c: One order improve
• Other four channels: First measurement

BNV in ⌧ sector

⌧ is the only lepton may decay to Baryons

Experimental search:

Belle: B(⌧� ! ⇤⇡�) < 0.72⇥ 10�7 Phys.Lett.B 632, 51-57 (2006)
Belle: B(⌧� ! ⇤⇡�) < 1.4⇥ 10�7 Phys.Lett.B 632, 51-57 (2006)

CLEO: B(⌧� ! p�) < 3.5⇥ 10�6 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⇡0) < 1.5⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p2⇡0) < 3.3⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⌘) < 8.9⇥ 10�6 Phys. Rev. D 59, 091303(R) (1999)
CLEO: B(⌧� ! p⇡0⌘) < 2.7⇥ 10�5 Phys. Rev. D 59, 091303(R) (1999)

LHCb: B(⌧� ! pµ�µ�) < 4.4⇥ 10�7 Phys. Lett. B 724 (2013)
LHCb: B(⌧� ! pµ+µ�) < 3.3⇥ 10�7 Phys. Lett. B 724 (2013)
New Belle results will be discussed!!
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90% CL ULs reported in this talk

Results reported in this talk
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Expected sensitivity at Belle II
⌧ LFV prospectus @ Belle II

arXiv:1808.10567

Many experiments contributing

Belle II extrapolation to 50 ab�1 assuming zero background
Debashis Sahoo TAU PHYSICS 25 / 27

Belle II data taking: 50 ab-1
• Search sensitivity: < O(10bl) à Stay tuned!

ExpectedBelle II expected sensitivity @ 50 ab-1



Summary

𝐵 𝜏 → 𝜇𝛾 < 4.2×10b-

𝐵 𝜏 → 𝑒𝛾 < 5.6×10b-

21

Tau LFV: 𝜏 → ℓ𝛾 (ℓ = 𝑒, 𝜇)
• Use full data and improve analysis technique
• No significant excess over the predicted background

at 90% CL
à Most stringent limit 

Tau BNV/LNV: 𝜏 → 𝑝ℓℓ′ (ℓ(!) = 𝑒, 𝜇)
• 𝐵 𝜏b → 𝑝𝜇b𝜇b < 4.0×10b-, 𝐵 𝜏b → 𝑝̅𝜇b𝜇c < 1.8×10b-

àUpper limit at LHCb: ~10bm à One order improve
• 𝜏b → 𝑝̅𝑒c𝑒b, 𝑝𝑒b𝑒b, 𝑝̅𝑒c𝜇b, 𝑝̅𝑒b𝜇c: First measurement



Backup
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Previous analysis and Mbc
Beam constrained mass: 𝑀78 =

9
:

:
− 𝑝0,;<

:

※ Scale 𝑝,;< = ( 9
: − 𝑝0

;<)

𝜇 or 𝑒
𝛾

ℓ

𝜈ℓ 𝜈%

𝜏

𝜏
𝑒 𝑒

Thrust

Signal side

Tag side

CM frame

15 Tau and low multiplicity physics

Table 135: Event selection criteria in the Belle ⌧ ! `� analysis.

level requirements

1 two opposite-charged tracks (pt > 0.1 GeV/c)

n� � 1 (E� > 0.1 GeV)

pCM
track < 4.5GeV/c for both tracks

0.9 < |thrust| < 0.98

ECM
sum < 9.0 GeV, ECM

total < 10.5 GeV

2 (signal side)

�0.866 < cos ✓µ < 0.956

pµ > 1.0 GeV/c ; µ-IDsig > 0.95

�0.602 < cos ✓� < 0.829

E� > 0.5 GeV

(tag side)

�0.866 < cos ✓tag < 0.956

µ-IDtag < 0.80

3 0.4 < cos ✓CM
µ�� < 0.8, cos ✓H < 0.4

cos ✓CM
µ�tag < 0.0, 0.4 < cos ✓CM

tag�miss < 0.98

pmiss > 0.4 GeV/c , �0.8660 < cos ✓miss < 0.9560

�0.5 (GeV)2 < m2
⌫ < 2.0 (GeV)2

4 pmiss > �5m2
miss � 1 GeV/c, pmiss < 1.5m2

miss � 1 GeV/c

Minv (GeV/c2)

∆
E

 (
G

eV
)

1.65 1.7 1.75 1.851.8
-0.4

-0.3

-0.2

0.1

-0.1

0

(a)

Minv (GeV/c2)

∆
E

 (
G

eV
)

1.65 1.7 1.75 1.851.8

-0.4

-0.3

-0.2

-0.1

0

0.1

(b)

Fig. 178: Mµ�–�E distributions at Belle in the search for (a) ⌧ ! µ� and (b) ⌧ ! e� [1518].

The black dots and shaded boxes show the data and signal MC, respectively, and the ellipse

is the 2� signal region.

• Track distance from interaction point (along beam axis) |dz| < 0.5 m;

• Pt > 0.08 GeV.

Distributions of each variable except for the p-value are shown in Figs. 179. The main

contributions to the background reduction were found to be from the two energy-based cuts.
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Background estimation
Make background PDFs depending on 𝑀pq, Δ𝐸/ 𝑠.
• 𝜏𝜏, 𝜇𝜇𝛾 background events: Determine PDFs using MC simulation
• 𝑒𝑒𝛾: Determine PDF using the data by applying the eID in tag-side

𝑀pq, Δ𝐸/ 𝑠: almost independent from one another
• Background PDF = 𝐹 𝑀78 ×𝐺(Δ𝐸/ 𝑠)
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à 𝐶C by fitting the data ( in sideband region )
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Figure 5. �E/
p
s distribution in the sideband. The black points with error bars are the data

and red curves show the fit result of the background PDF.

analysis. These are the uncertainties related to overall signal efficiency. The uncertainty
due to background PDF modeling is evaluated by varying the fixed PDF parameters. By
changing each of the fixed parameters by ±1�, the number of signal events obtained from
the fit is checked, and the relative difference from the nominal value is assigned as the
systematic uncertainty. The estimated uncertainty is 3.3% for ⌧± ! µ±� and 3.7% for
⌧± ! e±�. The uncertainties due to limited MC statistics and particle identification are
negligible compared to the other uncertainties described above.

Table 1. Systematic uncertainties (in %) considered in this analysis.

Source ⌧± ! µ±� ⌧± ! e±�

Track reconstruction efficiency 0.7 0.7
Photon reconstruction efficiency 2.0 2.0
Photon energy calibration 3.2 3.2
Integrated luminosity 1.4 1.4
Trigger efficiency 2.1 3.4
Background PDF modeling 3.3 3.7

4 Result

Since no significant excess of the signal events is observed in data, the upper limits at
the 90% confidence level (CL) are evaluated using toy MC simulations. We generate toy
signal and background events based on their PDFs while fixing the number of background
events (b̃) and varying the number of signal events (s̃). For every assumed s̃, 10,000 pseu-
doexperiments are generated following Poisson statistics with the means s̃ and b̃ for signal

– 9 –
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analysis. These are the uncertainties related to overall signal efficiency. The uncertainty
due to background PDF modeling is evaluated by varying the fixed PDF parameters. By
changing each of the fixed parameters by ±1�, the number of signal events obtained from
the fit is checked, and the relative difference from the nominal value is assigned as the
systematic uncertainty. The estimated uncertainty is 3.3% for ⌧± ! µ±� and 3.7% for
⌧± ! e±�. The uncertainties due to limited MC statistics and particle identification are
negligible compared to the other uncertainties described above.

Table 1. Systematic uncertainties (in %) considered in this analysis.

Source ⌧± ! µ±� ⌧± ! e±�

Track reconstruction efficiency 0.7 0.7
Photon reconstruction efficiency 2.0 2.0
Photon energy calibration 3.2 3.2
Integrated luminosity 1.4 1.4
Trigger efficiency 2.1 3.4
Background PDF modeling 3.3 3.7

4 Result

Since no significant excess of the signal events is observed in data, the upper limits at
the 90% confidence level (CL) are evaluated using toy MC simulations. We generate toy
signal and background events based on their PDFs while fixing the number of background
events (b̃) and varying the number of signal events (s̃). For every assumed s̃, 10,000 pseu-
doexperiments are generated following Poisson statistics with the means s̃ and b̃ for signal
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Likelihood fit
2D unbinned maximum likelihood fit

in MC in the 5σ region outside the blinded ellipse. According to MC, the
remaining events are dominated by the initial state radiation process τ+τ−γ
– 58.8± 4.3 (70.3± 4.7) events and also include 13.1± 4.9 (15.0± 5.3) µ+µ−γ
events with incorrect µ identification, and 1.6 ± 1.6 (3.2 ± 2.2) two-photon
events, where the numbers in parentheses are the BGs that remain in the
entire 5σ region.

This background composition was understood in the previous analysis; the
τ+τ−γ process yields contributions in the ∆E < 0 region, while µ+µ−γ events
mostly have ∆E > 0. This BG distribution is well represented by a combi-
nation of Landau and Gaussian functions, as found in Ref. [14]. To obtain
the final BG distribution, we perform a binned maximum likelihood fit to the
candidates in the 5σ region outside the blinded ellipse. The final event distribu-
tion in the data is very similar to that obtained from the MC: (79.0±9.2)% is
τ+τ−γ, (15.8±8.5)% is µ+µ−γ, and (5.2±4.1)% is from e+e−γ → e+e−µ+µ−.

2.3 Signal extraction

After unblinding, we find 23 and 94 data events in the blinded and 5σ regions,
respectively, while 15.0±3.1 and 88.4±7.4 events are expected from the MC.
Figure 3(a) shows the final event distributions (data and signal MC) in the
Minv–∆E plane.

In order to extract the number of signal events, we employ an unbinned ex-
tended maximum likelihood (UEML) fit with the following likelihood function:

L =
e−(s+b)

N !

N
∏

i=1

(sSi + bBi) . (1)

Here, N is the number of observed events; s and b are the numbers of signal
and BG events to be extracted, respectively; Si and Bi are the signal and BG
probability density functions (PDF), where i indicates the i-th event; the shape
of the signal PDF, Si, is obtained by smoothing the signal MC distribution,
and Bi is the PDF for the background mentioned above, whose distribution
is concentrated around ∆E " −0.2 GeV, as indicated by the solid line in
Fig. 3(a). To enhance the signal detection sensitivity and to avoid this dense
BG region, we use a 2σ ellipse as the signal region for the UEML fit. The
result of the fit is s = −3.9+3.6

−3.2, b = 13.9+6.0
−4.8 with N = 10.

Figure 3(b) shows the event distribution within the 2σ band of the shorter
ellipse axis, projected onto the longer ellipse axis, and the best fit curve. No
events are found near the peak of the signal distribution. The negative s value
is consistent with no signal.

8

• 𝑠: number of signal from fit
• 𝑏: number of background from fit
• 𝑆C: Signal PDF à use signal MC simulation
• 𝐵C: Background PDF
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How to get upper limits
• Signal event: Poisson(𝑠), Background event: Poisson(𝑏)
à Generate eg. 10000 toys based on each PDF
• 𝑏: Expected background event
• 𝑠 is varied until finding 𝑠D)E, where P(𝑠D)E > 𝑠)-6) is 90% à 𝑠F?

• In order to get expected limit, we assume 𝑠)-6 = 0

𝑃 𝑠<=> > 0 > 90%𝑠 = 4.0
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Observed upper limit
• 2D likelihood fit is performed to the data

• 𝑠G79 = −0.25%@.:I5@.I$ for 𝜏 → 𝜇𝛾

• 𝑠G79 = −0.49%A.JK5K.AI for 𝜏 → 𝑒𝛾

• Observed 𝑠lu and upper limit is
• 𝑠F? = 2.8, 𝐵𝑟 𝜏 → 𝜇𝛾 < 4.2×10%$ for 𝜏 → 𝜇𝛾

• 𝑠F? = 3.0, 𝐵𝑟 𝜏 → 𝑒𝛾 < 5.6×10%$ for 𝜏 → 𝑒𝛾
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