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Implementation

Summary
● A mechanism was designed to allow us to fetch all application-specific data 

during the boot process of a Zynq UltraScale+ device from a remote location.
● U-Boot was extended to be able to modify the configuration of the PS as well as 

the isolation configuration via the PMU.
● The Python tool PSU Configuration Generator was created to extract the 

information needed to update the configuration of the PS as well as the isolation 
configuration out of two *.xsa archives.
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2The Idea: Split Boot

The approach of the Split Boot is to remove the configuration data for the PS from the 
FSBL, because this is the only application-specific information that usually has to be 
stored in the local boot medium [3] [4].
● The configuration data in the FSBL is replaced by a generic configuration to allow 

the boot process to continue beyond the FSBL.
● The generic configuration will be replaced with application specific data later in the 

boot process.
All the application-specific information can now be fetched from the network.
This is especially useful for deployment und updates in distributed large-scale systems.
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Default Boot Process for Xilinx Zynq UltraScale+
Xilinx Zynq UltraScale+ devices provide a highly configure heterogeneous MPSoC 
architecture and are equipped on the software side with an equally customizable boot 
process [1].
The task of the boot process is to initialize the 
individual components of the architecture and the 
interfaces between them according to the given 
application.
● The process is subdivided into multiple software 

layers that are started sequentially.
● Many of the layers can be customized by the user 

with varying degrees of effort.
● A limited number of tasks can be moved between 

layers (e.g. loading the bit file to the PL).
The downside of the standard process is that the First 
Stage Boot Loader (FSBL) contains application-specific 
configuration data and must be stored on the local boot 
medium. This leads to a big effort for installation and 
updates ZynqMP devices in large distributed systems.

The example boot process shown uses a generic boot image 
stored locally to start and fetches all application-specific 
information at runtime from a network location.
1. The FSBL writes a generic configuration into the configuration 

registers of the PS [2] [3] [5].
2. The FSBL starts the ATF and the AFT starts U-Boot.
3. U-Boot fetches the bit file for the PL, the Linux Kernel, the 

application-specific configuration for the PS, and the isolation 
configuration, if any, from the network.

4. U-Boot was extended to be able to use the PMU to apply the 
new configuration to the PS. Only some resources used by 
U-Boot itself cannot be reconfigured.

5. U-Boot loads the bit file into the PL, then employs the PMU to 
configure and activate the isolation configuration in the PS 
before launching the Linux Kernel.

6. After this, the system is fully configured and behaves as usual.

3Creation of remotely stored files

Two additional configuration files (psu_config.bin and en_isolation.bin) are created 
to store the application specific configuration of the PS in a network location [3] [5] [6].
● The python tool PSU Configuration Generator was created to extract the 

necessary information on what to change in the configuration of the PS in U-Boot.
● The information is stored in a binary format that can be efficiently handled in 

U-Boot.
Furthermore, the Linux Kernel image.ub and the bit file pl.bit are also created to be 
stored in a remote location.
All the data that needs to be stored locally is combined in the file BOOT.bin.
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