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• Large Hadron Collider 
collides protons at a 40 
MHz rate


• the maximum event rate for 
physics to permanent 
storage is 3 kHz


• two-level trigger to select 
events

ATLAS DAQ architecture for Run 2 
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commodity computers for data 

buffering during 

HLT event processing

ROD for muon drift tubes
P. Jansweijer, NIKHEF

ROS readout card (RobinNP)
[arXiv 1710.05607]

FELIX 
• PCIe cards hosted by commodity 
computers


• only custom component in new 
architecture


• data routing, no processing


SW ROD 
• software in charge of data 
processing and aggregation, 
monitoring


• hosted by commodity computers

[1] doi: 10.5170/CERN-2009-006.342

* Nvidia/Mellanox ConnectX-5 [image by storagereview.com]

[2] https://ofiwg.github.io/libfabric/

FELIX - the new read-out system for Run 3 
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The FLX-712 FELIX card
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FPGA
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FLX-712 FELIX card (~300 boards produced, for ATLAS, ProtoDUNE, ITK, etc.) 
• 8 MiniPODs to support up to 48 bidirectional optical links (most commonly: 4 MiniPODs/24 links)

• FPGA Xilinx Kintex UltraScale XCKU115, 16-lane PCIe Gen3

• Interface to Timing, Trigger and Control (TTC) systems

• Flash memory to store firmware

FELIX Firmware
• FULL: 24 links/card, 9.6 Gb/s each in host direction

• GBT: to interface to GBTX


• GBTX is a radiation-hard ASIC developed          
at CERN [1]


• used as on-detector data stream aggregator

• GBT firmware supports 24 x 4.8 Gb/s bi-

directional GBT links

• Each GBT link carries multiple data streams      

(e-links) of configurable bandwidth

Mode Msg
 size

Rate/
link

(e)links/
card

Total msg 
rate/card 

Total data 
rate/card Use case

FULL 4800 
b

100 
kHz 12 1.2 MHz 46 Gb/s LAr calo

GBT 40 b 100 
kHz 192 19.2 MHz 7.5 Gb/s NSW
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Software
Readout application

API functions
subscribe(elink_number) 
unsubscribe(elink_number) 
send_data(elink_number)

API callback hooks  
on_message_received(elink_number) 
on_connection_established(elink_number) 
on_disconnection(elink_number) 

•user-friendly API hides the complexity of network library for client applications

• server publishes links/e-links, clients subscribe
• two data transfer approaches: zero-copy, data coalescence

FLX-712 buffer
in PC memory

write

send

FLX-712 buffer
in PC memory

write

copy

network buffers

send
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zero-copy: data coalescence:
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Software
Readout application

*Nvidia/Mellanox ConnectX-5
[image by storagereview.com]

FLX-712 events: 
1. data available
2. busy state

System events: 
1. Timer events (timerfd)
2. Signals (eventfd)
3. Any file descriptor event

*

Network events: 
1. Send completed
2. Data received
3. Buffer available for sending

•interrupt-driven event-loop architecture
•asynchronous non-blocking operations
•custom network library built on top of libfabric [1]
•remote direct memory access (RDMA) technology for low overhead transfers 

[1] https://ofiwg.github.io/libfabric/

FELIX software  
• interrupt-driven event-loop architecture / asynchronous non-blocking operations

• remote direct memory access (RDMA) technology for low overhead transfers 

• custom network library built on top of libfabric [2]


• server publishes links/e-links, clients subscribe

• two data transfer approaches:


ATLAS DAQ in Run 4 


Installation and function  
• Currently 64 FELIX PCs, 105 FLX-712 cards installed in ATLAS

• FELIX used for readout, control/monitoring and clock & trigger 

routing for NSW, L1 Calo, LAr, and the Barrel RPC upgrade
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FELIX in ATLAS
Control and monitoring

[1] http://supervisord.org/
[2] doi: 10.1051/epjconf/202024501020
[3] https://go2.grafana.com
[4] doi: 10.1088/1742-6596/608/1/012004

Application control and monitoring  based on Supervisor 
[1]
•automatic start of all DAQ applications at boot time
•automatic restart in case of crash
•status monitoring & control via web interface

Monitoring integrated in ATLAS infrastructure
•operational monitoring [2] with Grafana [3] dashboard
•log messages in Error Reporting System [4]
•conditions of PC, FLX-712 and network recorded by 
computer cluster monitoring

message rate

message size

buffer occupancy

Monitoring integrated in ATLAS 
infrastructure 
• operational monitoring [3] with 

Grafana [4] dashboard

• logs in Error Reporting System [5]

• conditions of PC, FLX-712, and 

network recorded by computer 
cluster monitoring


[3] doi: 10.1051/epjconf/202024501020

[4] https://go2.grafana.com

[5] doi: 10.1088/1742-6596/608/1/012004

Run 4 conditions 
• 1 MHz L1 trigger rate (×10 Run 3)

• up to 200 interactions per bunch-crossing (×3 Run 3) 

• 4.6 TB/s data throughput (×20-30  Run 3)


FELIX Phase II firmware design and specification - PDR January 202225

Run 4+ architecture
×10 Run 3 trigger rate (1 MHz)
×3  interactions per bunch-crossing (200)
×20 data readout rate (5.2 TB/s)

FELIX
• For all detector systems
• New implementation under development
• PCIe Gen4 or Gen5 connection
• New link types and protocols added (lpGBT, Interlaken 25G)
• Several E-Link protocols added in encoding / decoding
Data Handlers
• Successor of SW ROD, similar functionality
• Interfaces to the Dataflow subsystem

FELIX requirements 
• taking over readout of all sub-detectors

• ~14000 optical links with bandwidth [2.5 or 25] Gb/s

• Interface to new Data Handler


• replacement of SW ROD in Run 4

• support for new detector-specific functionality


•  e.g. continuous “trickle” reconfiguration of new tracker 

FELIX upgrades 
• Hardware: new FPGAs, PCIe Gen 4+, new optical transceivers, increased max. link bandwidth (10 
→ 25 Gbps), new timing/trigger interface


• Firmware: to support: additional data encoding types, higher link and PCIe interface speed, more 
buffers in computer memory


• Software: Same architecture as in Run 3 but more buffers and more software instances allow 
decoupling of different data types or traffic flows
 Input Rate Scaling from 100G to 2 x 100G 
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2 x 100G connections

384 e-links (48 B)
192 e-links (108 B)
96 e-links (228 B)
48 e-links (468 B)
24 e-links (946 B)

• Performance scales well with 
increased bandwidth:
• 2x threads required to handle 

double input rate

Performance from Run 3 to Run 4

• Theoretically with ×4 buffers (150 → 600 kHz & 120 →  480 kHz trigger rate)

• 1 MHz already reachable e.g. 24 FULL links with 192 byte messages

• Ongoing tests with newer PCs successfully satisfy Run 4 throughput requirements.

DRAFT

Figure 10 shows the L1A-rate dropping to zero as a result of two instances of BUSY being raised as a380

test. The BUSY signal was propagated correctly and FELIX reacted accordingly. Data-taking continued381

normally after the BUSY signal was deasserted. On the right-hand side of the plot the results of a382

trigger-rate ramp-up test can be seen.383

Figure 10: Response to changing trigger rates. Two BUSY assertions lead to a drop of the L1A rate to zero. On
the right-hand side, the L1A-rate is ramped-up. Beyond 100 kHz, errors are being produced due to a limitation in
FELIG (not seen in the plot).

As the results obtained in the full-chain tests are limited to 100 kHz, we would like to complement them384

with a test using internal emulators. This test uses the same setup as above, but data is generated internally385

on the FLX card. The rate is set to 140 kHz with a chunk size of 40 Byte on all 48 channels of the two386

cards. This setup ran stable for more than 16 hours, at which point the test was concluded. See Figure ??387

for the results. In this configuration, each of the 4 felix-star processes has a CPU utilization of 55 %,388

therefore approximately a quarter of the 8 available CPU cores is busy. The network utilization is about389

70 %.390

The current system can be operated up to a network utilization of about 75 % without backpressure. A391

higher network utilization leads to backpressure. The limiting factor here is assumed to be the network.392

Tuning the network stack has proved to increase the possible network utilization in the past. Possible393

parameters to adjust are bu�ersizes, number of bu�ers, interrupt distribution and interrupt coalescence.394

A parameter study is planned as part of the finalization of the Linux image configuration to be deployed395

in Point 1.396

Currently a bug in felix-star might cause a process to crash under permanent back-pressure. This occurs397

at a frequency of about once per hour. The issue is tracked in the Jira ticket FLX-10126.398

6 https://its.cern.ch/jira/browse/FLX-1012
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