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The operators access more detailed information
naturally. For the DAQ alarms, we have a one-

click recovery button for each alarm, this is associated to an appropriate recovery action, and is
enabled only when the corresponding alarm is activated and data-taking is not on-going.

We have an auto-pilot process, which handles the
automatic recovery actions

To help the operators take correct actions, we
exploit Phoebus Alarm System

Status The alarm system already helped us to identify

We started physics data-taking since February, 2024. The alarm system already helped to several detector issues

identify several detector issues. We are adding more alarms and optimising the alarm limit; Plan

* Dynamic limit; change the alarm limit, for example, depending on the accelerator status * We check any missing items in the alarm system
» Alarm delay; only alarm if the PV remains in alarm for X seconds * More sophisticated alarm condition (dynamically
* Alarm delay&count; alarm when the PV becomes alarm more often than Y times in X seconds change the alarm threshold)

* We will study machine learning based alarms
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