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Accelerator facility in RCNP, Osaka

Grand RAIDEN

Ring Cyclotron

MUSIC

Neutron tunnel 

Unstable nuclei 
beamline

AVF Cyclotron

< 400 MeV proton, and < 100 MeV/u deuteron, 3He, 4He, and heavy ions



Grand RAIDEN

Nuclear reactions with world-best-resolution spectrometer at RCNP

p/Δp ~ 37,000

Grand RAIDEN
LAS

Grand Raiden

Very beginning of facility

Other facility



Grand Raiden

p, 4He, 12C,,,,

Beam 
dump

Scattered
particles

VDC (X1:192, U1:208, X2:192, U2:208)
PS (PS1: 2, PS2: 2)
RF timing, Current integrator

Requires 3 wires in each plane of 
VDC to deduce the position

LAS also has similar detectors. 

Trigger rate by PS1 == particle rate at PS1 

Trigger up to 5-10 kcps can be accepted

Tracking detector

T and TOT detector



VDC 
Wires

Amp.
Discr.

Existing data acquisition system
V1190
TDC

V1190
TDC

PL
PMTs CFD

Mesytec
QDC

PC

VM
IVM

E7768

V830
Scaler

V830
Scaler 10-20us

Limits bandwidth 
if requires low deadtime
Maximum 50-100 kcps.

Accept rates

VME

VM
IVM

E7768

operation point
< 104 cps



Normal Phase

Order Parameter

Potential EnergyPhase Transition

Curvature

Ordered Phase

Curvature

New requirements

Nucleon pair transfer reaction to study the superfluidity in nuclei

Remove

Addition
4He

4He (inelastic scattering)
6Li (transfer)

6Li :
Event of interests (<0.1%)
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Requirements from similar experiments
Case 1. : (4He,6He) with large background from 4He elastic scattering
Case 2. : (4He,6Li) with large background from 4He inelastic scattering
More than 100-kcps particles are observed.

Case 3.: (4He,2p) with large background by break up
Case 4.: (2H, 2p) with large background by break up
More then 1-Mcps particles will be observed.

In any case, small S/N ratio (<0.1%) expected.
Trigger rate becomes more than 100 kcps.
Complicated hardware trigger is required.
Difficult to handle conventional data acquisition system. 

Cooper-pair transfer => Superfluidity 
Charge exchange =>Noble Nuclear structure

Accept rates



Any solution?

These are developed for J-PARC experiment.
Can we use them in RCNP???



Accelerator for Nuclear Physics in Japan

J-PARC
Z=0,1
MIP

RCNP
Z=0-30
0.1<β<0.7

RIBF
Z=0-82
0.01<β<0.7

HIMAC
Z=0-54
0.01<β<0.7

Accelerator upgraded 
10 times intensity

Planning upgrade
10 times intensity

RHIC, LHC, EIC… FRIB, … 



Near-Future devices
Active Target TPC
20000 ch 12 bit 50 MS/s => 12 Tbps
 600 ch 12 bit 30MS/s => 0.2 Tbps

Silicon Tracker
20000 ch 12 bit 30 MS/s => 7.2 Tbps 

Segmented Germanium
~2000 ch 16 bit 100 MS/s => 3.2 Tbps 

64ch 12bit 50MS/s ~ 40 Gbps
64ch 16bit 100MS/s ~ 100 Gbps

Each group has small number of core member.
Independent DAQ development is difficult.Courtesy of H. Baba

Courtesy of
Y. Yamamoto (RCNP)



SPADI Alliance
Signal processing and data acquisition infrastructure alliance
toward the standardization for sustainable developments



A new type of collaboration

Contribution by each facility or institute according to their mission 

SPADI Alliance
Researchers' Development Community 

>120 researchers, from 20 institutes

Steering committee

RCNP KEKRIKEN
CNS ELPH

Researchers join Experimentsuse

Feedback
Technology
Information

Strategy of Standardization Request
Request

WG: Development Goals

TF: Component development, Publishment

ALICE

EIC

FRIB



One streaming DAQ system

計算機クラスター

位置検出器

三次元⾶跡検出器

速度検出器

時刻検出器 フレーム
再構築

フレーム
再構成

フレーム
再構成

前段処理

前段処理

前段処理

前段処理

事象弁別

事象弁別

事象弁別

事象弁別

事象弁別

書き込み

前置回路

前置回路

前置回路

連

続

読

み

出

し前置回路

時刻同期

ガンマ線検出器 前置回路 前段処理 検出器情報
環境情報

オンライン解析モニター

Timing

Position

3D track

Velocity

Calorimetry FEE

FEE

FEE

FEE

FEE

sample

sample

sample

sample

sample

Frame

Frame

Frame

Synchr.

Process

Process

Process

Process

Process

Store

database

analysismonitor

WG1: FEE

WG2: Synchronization / Transfer

WG3: DAQ software framework

WG4: Acceleration
(Y. Ichinohe 04/23)

WG5: User interface

WG6: Computing farm

WG7 Packaging



Part of FEE underdeveloped

AMANEQ: R. Honda et al.
(General purpose TDC)

SAMIDARE: SPADI Alliance
(TPC readout with SAMPA)

MIRA: H. Baba et al
(Waveform digitizer for Si)

SPADI
Alliance

Slope ADC : T. Takahashi (04/26) 



Application for the physics experiment 
(4He,6Li) at RCNP

Computing Server
(48 cores)

AMANEQAMANEQAMANEQAMANEQ
LR-TDC

(LSB : 1ns)

Network
Switch

x8

Network
Switch

AMANEQ

MIKUMARI

AMANEQ
HR-TDC

(LSB : 1ps)

10G

1G

1G

10G 10G

Clock
Synchronize
by MIKUMARI

Experimental Hall

VDC
800 ch

PS
6 ch

Sampler

SubTimeFrameBu
ilder

TimeFrame
Builder

EventBuilder

FileSink

D
at

a 
Fl

ow

Scaler
Data

Decimated
Data

FileSink FileSink

AMANEQ / MIKUMARI : R. Honda on 04/25 NestDAQ framework : Y. Igarashi on 04/23

TimeFrame
Builder

TimeFrame
Builder

EventBuilderEventBuilder x8

Monitoring and counting

Non-bias data



Needs standardization …

VDC P-C AMANEQ

Plastic P-C AMANEQQTCNIM-
LVDS

Pitch converter
1…32 <-> 3…34

35..66 <-> 37…68
(CNS/RCNP)

7cm

10cm

Pitch converter is needed to adapt the AMANEQ TDC
Focal plane



Data structure and Event building

H
B
D

H
B
D

H
B
D

H
B
D

H
B
D

H
B
D

HBD: Heartbeat delimiter

524 us (219ns)

PS1-L

PS1-R

VDC …

9N HBD in one Timeframe 

Reference detector
for event build

Event Event Event Event

GoodBadBadBad

12 hits / 800ch

To be filtered online

Heartbeat frame

Sub-time 
frame
= N x HBF

Sub-time 
frame

Timeframe
= aligned sub-time frames



ARTEMIS (Analysis Framework)

object pool

Decode Mapping Calib-A Calib-B Clust-A Clust-B Track-A

MCGen

TreeEvtStr

1

2

3

Hist-A TreeOut-AEvtStore

Middle data

Monte Carlo

Starting from binary data

ROOT Tree

Tree projection to Histogram

Data can be transferred via the object pool

1: Instant Switching Modular Processors 
2: Easy histogram creation
3: Fast-accessible commands

Reuse the processors with simple functions

A ROOT Extension with Modular processors for Instant Switching



Trigger equivalent rate

• Number of hits per heartbeat 
frame gives an estimation of 
event rate.
• Trigger rate == Event rate
• >100 kcps was achieved

• Throughput ~ 300 Mbps
• Limited by luminosity (beam 

intensity x target thickness) at 
this moment.



Higher throughput is achieved

Succeeded in tracking
(correlation between AMANEQs)

more than 200 kcps is acceptable



Needs more development : online filter
• Data can be recorded but with 

S/N < 0.1%
• Consume the storage and 

analysis time by meaningless 
data… 
• ex.) 17 TB for 5 days

• Online filtering is strongly 
required.
• Particle identification
• Tracking and vertex 

reconstruction
• Physics observables

6Li :
Event of interests (<0.1%)
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Back to J-PARC, and …?

Courtesy of K. Shirotori
Experiment (T103) with the same DAQ system is ongoing now!!
10 times larger throughput (> 3Gbps).

Treatment of higher-throughput (>>1Tbps)
is under discussion.

Ongoing experiments



Summary
• New scheme of the data acquisition is commonly required in nuclear and hadron 

experiments in Japan
• SPADI Alliance are formed in Japan, aiming at constructing and distributing a 

common data acquisition system including hardware and software.
• Standardization of the system is important for sustainable development and exchange the 

knowledge and technique
• An application of streaming data acquisition system at Grand RAIDEN 

in RCNP has been done.
• 40 times speed up compared to existing system
• New experiment is becoming possible to be performed.

• Same scheme was and is being applied to an experiment at J-PARC
• This is the first step of the standardization

• Developments of online filters and higher-throughput data transfer scheme are 
required.

• Please contact us if you are interested in!





Situation in Japan
• Not only the large-scale 

experiments but also the small-
size experiments

• Variety of the beam species, the 
beam energies, the targets and the 
measured reaction products

• Variety of the lifetime of the 
experimental setup from one day 
to several months (or more)

• Frontend electronics : 
commercial and designed

• Localized DAQ software (and 
hardware) and analysis tools

ELPH

CYRIC

Tandem 
(Tokai)

J-PARC

SuperKEKBHIMAC

RIBF

RCNP

Spring-8

Tandem 
(Kyushu)



A large thing will serve for a small one…?
大（だい）は小（しょう）をかねる?

Large-scale exp.

Small-scale exp. Small-scale system

Large-scale system

Middle-scale exp.

In principle, YES.
But initial cost seems too large,
setup, configuration and/or operation are also 
difficult WITHOUT knowledge and technique.

Starting from simple system
to learn the technologies.

Common use, or 
standardization may grow up 
whole the community.

Scalable up to 100 Tbps

Both views and requirements are important for 
the common-use scalable system

Stating from the small, scalable system in cooperation with 
researchers from different institutes



Feature of each facility
RIBF RCNP J-PARC

Accelerator Cyclotron Cyclotron Synchrotron
Beam Heavy ion (Z<92) Light to medium Meson / Hadron
Velocity (β) 0.1 < β < 0.7 0.1 < β < 0.7 β > 0.9
Intensity 107 cps 1010-1012 cps 107 cps
Measure beam? Yes No Yes
Reaction rate 103 cps 104 cps 103 cps
Detection rate 106 cps 104 cps 106 cps Beam/react.
Energy deposit 2 - >100000 2 - 3000 1 MIP = 1
# of Ch in Std Sys. 200 2500 25000* * HD spectrometer

User DAQ Yes Yes Rarely
Life cycle 2 weeks 2 weeks > 1 month

EIC, sPHENIX, ..FRIB



Develop components

Signal Front-end Digitization Filter
Build Transform Store

Detector ASIC
FPGA, GPU, CPU

Firmware, Applications
Events

Accelerator Configuration

Environment Operation Monitor Analyze Feedback State

Environment

data flow

Automation

Many components are difficult to be developed by a single group



Working groups and Task forces
WG1

Frontend 
Electronics

Streaming type
Charge ASD board
Voltage ASD board
WF Digitizer board

Control Firmware dev.
 

WG2
Clock synch. /  Data 

Transfer

General Clock Synch.
High throughput

Intra-board transfer

 

WG3
Acquisition 

software 
framework

(NestDAQ + …)
Streaming type

FairMQ-based Scalable DAQ
Sampling, Time frame build, 

Event build, Monitoring…
Format

WG4
Event processing

Acceleration using GPU/FPGA
Zero suppression

Calibration, Clustering, Tracking, 
PID, 

 

WG5
User Interface

Control, Monitor, Configure, 

WG6
Computing infrastr.

High throughput
Large volume

Flow and Archive
Power consumption

Interconnect
Networking

…

WG7
Packaging

Standalone system
Popularization

Standardization
Market research

User feedback

Analysis

Trial with
SlowDash  

Trial with 
Artemis





Collaboration photo

理研 KEK RCNP KEK RCNP KEK

RCNPRCNP KEK Kyoto



Devices

DAQ Server
AMD EPYC 74F3

24 Core (48 Thread)
DDR4 3200  64 GB

1Gbps / 10Gbps

Network Switch
S5860-20SQ

10Gbps
1GBps x 9

(Single mode)

MIKUMARI Primary
1Gbps x 1

MIKUMARI x 10optical cable

15m x 10

AMANEQ
10Gbps x 2
1Gbps x 8

MIKUMARI x 10

optical cable
5m

 x 10

optical cable
2m x 1 optical cable

15m x 10

電源
PAN35V-20A

RCNP 
計算機クラスター



Data Flow
AMANEQ
HR-/LR-

TDC

Sub-
timefram

e

Event
Builder

Physics
data

Computer

Now inserted filter after 
the EventBuilder
• Detector
• Sampler
• EventBuilder
• Disk

TimeFrameBuildPlayer is Data Replayer.
Raw data are unprocessed data acquired in an experiment and have 
a TimeFrame structure.

Decimated 
TF Data

Sample Timefram
e


