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From signals to physics

& fﬁﬂ AN M — DAQ chain
EAVEIOST O (W
“_r-m — = — Detector
N g\ | V Amplifier
' N Fil’reF:
_/L Shaper
: Range compression
HIC) |/ Sampling
I L., || Digital fitter
A — Lero suppression
| : | Buffer
«jaw_li Feature extraction
: Buffer

Format & Readout

1 E to Data Acquisition System
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Triggered DAQ

Traditional (triggered) DAQ

Traditional tnggered

4 2\

' Digitize | * All channels continuously measured,
/ Y \ \_ Y, hits stored in short term memory
| Local \ b |

* (few) trigger Channels l Trigger /'
participating send (partial) \. / \
' Acquire |

information to trigger logic / \
| Global | | \_ | )
'\ Trigger / l

[ 3\
| Build |
\ l J
* Trigger logic takes time to decide and if the / \
trigger condition is satisfied: | Store | Traditional triggered DAQ
* anew ‘event’ is defined L | Y > Pros
* trigger signal back to the FEE » we know it works reliably!
* data read from memory and stored on tape +  Drawbacks:
B\ * only few information forms the trigger
Files

* Trigger logic (FPGA) difficult to implement and debug
* not easy to change and adapt to different conditions
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Streaming RO

Streaming read out (SRO) Why SRO is so important?
Streaming * High luminosity experiments
* Write out the full DAQ bandwidth
'/ - \. * All channels continuously measured and hits * Reduce stored data size in a smart way
v l\ Digitize | streamed to a HIT manager (minimal local (reducing time for off-line processing)
. . 4 | rocessing) with a time-stam
* A HIT MANAGER receives hits | Self \1 ’ P 8) i * Shifting data tagging/filtering from the front-end

from FEE, order them and ship ‘.\ Trigger /" (hw) to the back-end (sw)
to the software defined trigger /[ N\

|

« Optimize real-time rare/exclusive channel selection

-

* Use of high-level programming languages
l * Use of existing/ad-hoc CPU/GPU farms

* Use of available Al/ML tools
* (future) use of quantum-computing

-
o

™
),

* Software defined trigger re-aligns

Store |
L : |\ |
in_time the whc?le detect.:or hits / N\ \_ | y, * Scaling
applying a selection algorithm to [ Global ,_| . . L
the time-slice i.\ Trigger /. * Easier to add new detectors in the DAQ pipeline
« the concept of ‘event’ is lost ' \‘ SRO DA * Easier to scale
* time-stamp is provided by a »: Process | Q * Easier to upgrade
synchronous common clock ' /‘ > Pros
distributed to each FEE l * All channels can be part of the trigger
, N . E?I;h:mcrted tagging/filtr:ring algorithms Many NP and HEP experiments adopt a
* high-level programming languages
: Store ) * scalability SRO DAQ
\ / » Drawbacks: CERN: LHCb, ALICE,AMBER
* we do not have the same experience as for ' ’ ’
TRIGGERED DAQ * FAIR: CBM

* DESY:TPEX - FRIBS: GRETA

* BNL: sPHENIX
* |LAB: SOLID, BDX, CLASI2, ...
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Jefferson Lab

*Primary Beam: Electrons * Polarization
* Beam Energy: 12 GeV * spin degrees of freedom
* 10>A>0.1 fm « weak neutral currents

* nucleon — quark transition
* baryon and meson excited states

ol P N *100% Duty Factor (cw) Beam
Hggzﬁ?n > : : T T M it S | * coincidence experiments Luminosity > 107 -108 x SLAC
‘ ) ! . : BN Y * Four simultaneous beams at the time of the original DIS experiments!

* Independent E and |

add Hall D
(and beam line)

Upgrade magnets
and power supplies

20 cryomodules

Add 5
cryomodules
Beam Power: |MW
Enhance equipment ::amPCurrent: 90 5:/; o
- - - ax vass energy: . e
U in existing halls Max Enery Hall A-C: 10.9 GeV
Max Energy Hall D: 12 GeV
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Jefferson Lab

Y _ . *Primary Beam: Electrons ¥ Polarization
Chesapeake Bay CD%: e 4 o L . B T A * Beam Energy; |12 GeV * spin degrees of freedom
o = * [0>A>0.1 fm  weak neutral currents

* nucleon — quark transition
* baryon and meson excited states

*100% Duty Factor (cw) Beam

* coincidence experiments Luminosity > 107 -108 x SLAC
* Four simultaneous beams at the time of the original DIS experiments!

* Independent E and |

Lead Wal Lead Collar Lead Collar

add Hall D

* SOlencidal Large Intensity Device — new
(and beam line)

multipurpose detector facility optimized for high

luminosity (1037-3%cm-2 s-') and large acceptance

Upgrade magnets l
and power supplies i @
* Unique discovery space for [ ‘ | o
new physics up to 38 TeV  oww | 2u0f |
mass scale, with a purely © o {
leptonic probe § 0 sLant 1 \
* CD-I approved Dec 2020 023) Datal
 Expected to operate in o /oo s I {
20 cryomodules Fr26 ower oo ' w1000
y Q (GeV)

Add 5
cryomodules

we we High L

} L operating one IR at a time

—— Rascline
! Migh I
Haselune

* Luminosity 100-1000 times that of HERA

* Polarized protons and light nuclear beams

* Nuclear beams of all A (p—U)

* Center mass variability with minimal loss of luminosity

kS

>
>

} L operating both IRs with a fair-share

‘ 1o [ 100

1o ! 10

/
" /
Intermal

1 Landscape of
=y 1he Nowbews

Beam Power: |MW

Enhance equipment Beawm Currant: SO A }
. . . ax rass energy: <. e
U n ex:stmg halls Max Enery Hall A-C: 10.9 GeV \O\Q E I c

Max Energy Hall D: 12 GeV

* Precise vertexing

* HRes Tracking
» Excellent PID

4
Pcak Lummosity [cms')

* Large acceptance
* Frwrd/Bckw angles

Annual Integrated Luminosity [fb)

0 40 80 120 150
Center of Mass Energy E_, [GeV] —s
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DAQ in Hall-B: CLAS and CLASI2

Electromagnetic
Calorimeters

Drift Chambers
Region 1,2, and 3

METERS

Overview

Solenoid

Beamline

‘ Click on
boxes for info

CLAS (1997-2012)

TRIGGERED system limited by:

* Available technology
* Low latency (~100ns) defined by FASTBUS ADCs
* Level-| trigger: calorimeter/TOF/Cherenkov/StartCounter/Tagger (time coincidence of ‘fast’ detectors discriminators)

* Level-2 trigger: drift chamber (no tracking, just multiplicity)
* Hardware: - since 1997:JLAB-made; - since 2008: CAEN v1495’s (Cyclone | - first experience with FPGAs)

CLASI2 (2017 - present)

TRIGGERED system improved by:
* Advanced FPGA technology
* high latency (~8 us) defined by fADCs

* Levell trigger: clusters in 3 calorimeters and hodoscope (FADC pulse integrals) + hits in 2 TOFs and 2
Cherenkovs (FADC pulse integrals) + tracks in Drift Chamber (discriminators/TDCs)

* Hardware: JLAB-made VTP (VXS Trigger Processor) boards (Virtex/ FPGA)

* Trigger algorithms: energy, position, and timing of the clusters in calorimeters; energy, position, and timing of TOFs
and Cherenkov hits + drift chamber track finding (dictionary-based) + timing and position matching between
clusters, hits and track

Credit: Sergey Boiarinov

)
N HeFSy

Jefferson Lab streaming readout system M.Battaglieri - INFN



Streaming RO in Hall-B

Credit: Sergey Boiarinov

CLASI2 (Future)

Streaming ReadOut

* Alternative use of the VXS Trigger Processor (VTP) board
* Up to 4 x |0 Gbit/s

* More than 50 crates (VME/VXS) can be reused

Streaming DAQ diagram (with C version of the Frame Router)

TCP Servers TCP Clients

Trigger Supervisor

For high data rate experiments, : Pvent EVIO file
Circular .
250MHZ CLOCK, SYNCRESET replaced o trent  |—>
by hardware solution
- —— EVIO file
ircular ven )
TCP Servers Buffer > [ output thread J Builder2
FADC board ] - I EVIO file
FADC board | >{ input thread ]é Circular output thread cvent |
— } Buffer Builder3
board ] e
FADC boar )[ : Circular S EVIO file
Input thread } Q £ Circular
Buffer : a{ Event 3
FADC board ] g Buffer outputthreadJ Buildersd |
FADC board | 3
)‘ input thread }—) Circftfxlar - - EVIO file
Buffer ircular ’[ h ] vent —>
[ FADC board Buffer output thread Builder5
| FADC board ngftfllar 3 EVIO file
urrer — Circular [ Event
£ w—| output thread _—>
..................... E Buffer outpu fea Builder6
[ DCRB board ( Circular g o EVIO fhe
=== input thread }% o Circular oo ven
# put thread . —_—
[ DCRB board - £ Buffer | Builder7
| DCRB board -~ = EVIO file
: ircular .
S f SRO in Hall-B e (omectst = (Sine crs)_p oupmvens J4F S =
tatus o In Hall- (55 board Buffer I
EVIO file
DCRB board i .
* VTP firmware updates [ P{_inputthread > Girclar) s ourput threac Event |y
* Beam tests with local resources (Hall-B counting house) [_DCR8 board _ ‘ EVIO il
[ DCRB board [ input thread ] Circular outputthread E"‘?“‘ —_—
* Tests with remote resources (Computer Center) using Arista puffer e
P 8

smart switch
e Planned test to stream ~half CLASI|2 data to CC
* Final goal (~5y): x2-3 CLASI2 Luminosity (~50GB/s)

VXS CRATES FRAME ROUTER SERVER SERVER FARM

Jefferson Lab streaming readout system M.Battaglieri - INFN
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Streaming RO at Jlab: the proof of principle

Streaming RO

SRO concept validation
|) Assemble SRO components
2) Test SRO DAQ in lab
3) Test SRO DAQ on-beam

Run Control / Jana2 + reconstruction \

N.Brei, D.Lawrence,
M.Bondi’,A.Celentano, C.Fanelli, S.Vallarino

* JANA2 + TriDAS

* Integration between On-line and off-line

Front End On-line

. Storage
) reconstr .
— Electronics =P |(off line

uction :
analysis)

Detector

/ FrontEnd

D.Abbott, FAmeli, C.Cuevas, P. Musico, B.Raydo

* JLab fADC250 + VTP bord

* JLab 250 MHz flash ADC digitizer currently used in many experiments
* Overcome VXS limitations (<24 Gb/s) using JLabVTP board (<40 Gb/s)

* Real-time tagging/filtering data
+ Offline algorithm development immediately available for use in Software Trigger
* Level [“minimum-bias”: at least one crystal with E> 2 GeV

* Not optimised but reuse of existing boards: ready-to-go solution while . Lfvel 2 Pl,l’JginS (tagging a.nd filtering)
* cosmic tracking
* Al clustering algorithm: at least two cluster in the FT-CAL
/ TriDAS (Trigger‘ andl Qata Acqu?sition System) . . o e
https://inspirehep.net/files/26390da0ea937dddc80fbabde70c07ab Ce baf o nl ine Data Acq uis Itlon (Co DA)
B a c k E n d KM3NeT = Cubic Kilometre Neutrino Telescope .
_ “alldata-to-shore” D.Abbott, S.Boyarinov, B.Raydo, G.Heyes

L.Cappelli, T.Chiarusi, FGiacomini, C.Pellegrino 40Gbps avg.

120Gbps max.

* Originally designed for trigger-based readout systems
 Controllers (ROCs) and VXS Trigger Boards (VTPs)

* TheTrigger Supervisor (TS) synchronizes components using clock, sync, trigger and busy
signals.-time tagging/filtering data

« CODA adapeted to the SRO
* Replaced EB to use timestamp)
¢ ROC communication viaVTP (not VXS bus)
)
Ll_ﬁ FN o dob] 2 Jefferson Lab streaming readout system M.Battaglieri - INFN

* TRIggerless Data Acquisition System (TriDAS)

* Developed for KM_3NET
* |nstalled on Hall-B DAQ cluster

k'Multi CPUgs, rate up to 20-30 MHz




Nuclear Physics

A Trial Run for Smart Streaming Readouts

Stl"eam i ng RO at j Iab: the pI’OOf Of pl"i nCi ple Streaming Readout for Next Generation Electron Scattering Experiments
https://link.springer.com/article/10.1140/epjp/s13360-022-03146-z

Streaming RO
On-line SRO concept validation
Front End . Storage A Y SPE)O
: reconstr : ssemble components
Detector [/ =—p Electronics , =P |(off line ) -OmPp |
uction analysis) 2) Test SRO DAQ in lab The Science o __
4 3) Test SRO DAQ on-beam s o e e s v

raw data. To get a better handle on the data, nuclear physicists are turning to artificial intelligence
and machine learning methods. Recent tests of two streaming readout systems that use such
Ru n ‘ o ntro I methods found that the systems were able to perform real-time processing of raw experimental

data. The tests also demonstrated that each system performed well in comparison with traditional

systems.

JLab SRO validation e On-beam tests:

o 10.4 GeV e- beam on thin Pb/Al target
o Inclusive pi0 production

* CLASI12 Forward Tagger

« Complete system that include calorimetry, PiD, Traking in a

—~
simpler (than CLASI2) set up m e+ Pb/Al -> Xem? -> (X)eyy

« FT-ECAL: 332 PbWO crystals, APD readout o Two gammas detected in FT-CAL

« FT-HODO: 224 plastic scintillator tiles, SiPM readout

* FT-TRK: ~3000 channels, MicroMegas

- fADC250 digitizers + DREAMs for MM scattered CFﬁ_Ag I|2

€ -Ca
CAD implementation
e- beam Y
o * CLASI12 Forward Tagger Y

\

* Inclusive pi0 electroproduction
« Two gammas detected into FT-CAL
* EM clusters identification, anti coincidence with FT-Hc

» Self-calibration reaction (pi0 mass) X - not detected

Scintillation

Jefferson Lab streaming readout system M.Battaglieri - INFN



https://link.springer.com/article/10.1140/epjp/s13360-022-03146-z

Streaming RO at Jlab: the proof of principle

500 — . .

- e Off-line reconstruction
400 — %, 200

B § ,

180

B ~ Pb target

300 — :”:’ 160:—
- -

— r 140} Al target {

u g window

— 120}
200 — .

- 100}

B 80}
100 — Y-Y invariant mass 60;

— (should be peaked at T mass) "

0 _I. e T N | | | | I | | | | | | | | | I | I | | | | I 20:— I l"
50 100 150 200 250 300 : /[ A\
Mass [MeV] P LX) VANE?. LR T |
60 80 100 120 140 160 180
Mass__ [MeVic’]
Al to analyze data in real time, and extract features (e.g. number of peaks and position)

e Al clustering inspired by Hierarchical Density-Based
Spatial Clustering of Applications with Noise (HDBSCAN)
It is not cut-based
it is able to cope with a large number of hits

e Compared yy-invariant mass spectrum obtained utilizing
both the standard and the HDBSCAN clustering
algorithm

Al significantly improves signal-to-background ratio
in the 1m0 region

A longer runtime of ~30% relative to the standard
clustering algorithm

e Al clustering approach promising alternative to
traditional cut-based approaches

)
C e @)jlilb] 2

4

:

:

=

IIII]ITI[IIIIIIIIII]

entries/2.0 [MeV/cz]

000

Feb 2020 data

| |

—— cut-based clustering

——— unsupervised clustering

combinatorial bkgd

11[11111111

00 200
M(highest ene. clul, clu2) [MeV/c?]

Jefferson Lab streaming readout system

 Two pi0 peaks corresponding to two vertices (and a wrong assumption on the vertex position)
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SRO at Jefferson Lab

Streaming Readout Real-Time Development and Testing Platform

Pl: David Lawrence (JLab CST)
Jefferson Lab Lab-Directed R&D project

Contributors:

Adyvisors/consultants:

| .Develop software platform capable of configuring and launching
various existing software and hardware SRO components as a
complete chain

MmN \
—

2.Develop monitoring system capable of monitoring
performance of all components specifically for identifying
bandwidth and compute bottlenecks

3.Develop proxy components that can effectively simulate
performance of specific hardware or software

|

components that do not currently exist et A E pi " ERSAP

. J / U ‘ ) JanAz
4.Develop multi-stream software source that can take | " emiaed | gym"”*““
existing experimental or simulated data and broadcast it into the ‘Zf‘.i;‘(*' - Lo 1] |
system with time structure and stream count that mimics " —
a running experiment.  cooa | \L—"E=s 1

st ) — . | " ML4FPGA |

5.Configure a system comparable in size and bandwidth to a o - PR
future JLab experiment (e.g. SoLID) which includes a 400Gbps E |\

transfer requirement from the counting house to the Computer
Center, at least one FPGA component and one GPU
component for at-scale testing.

Highly configurable multi-stream
source allows realistic streaming
simulations

6.ldentify potential issues relevant to a future HPDF in receiving
and processing SRO data, including from remote, non-JLab
experiments.

=
INF
L/.

Jefferson Lab streaming readout system

Onsite components will implement
first stages of data filtering/reduction

Vardan Gyurjyan, CST
Xinxin “Cissie” Mei, CST
Marco Battaglieri, INFN
Markus Diefenthaler, ENP
Sergey Furletov, ENP
Sergey Boyarinov, ENP

— calb. |

.

DB
\\

|
/

4

. calibration

HPDI

L
>

processes

G

|

| EJFAT |y EJFAT »U\ |

Simple Example of a Streaming Readout (SRO) System

/compute node /|

JANA2
PHASM

compute node A

JANA2
PHASM

inform HPDF design

@& ersc

/‘compute node |

JANA2
PHASM

/ compute node /|

JANA2
PHASM

= |

Offsite processing must incorporate built-in
calibration latencies and storage. This will also help

Credit: David Lawrence
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Streaming RO at Jlab: the current effort

GEANT
| simulation

!

Data stream
Fie |

J splitter

¢ copA |
oAQ

Highly configurable multi-stream
source allows realistic streaming

¥ 4 y 1 -

simulations

HPDI
I
| o _— calib, |, calibration
y i DB processes 1
et A ~ ERSAP \ Joee |
, _ \| JANAZ '
" VY: 1 ~ PHASM
mulator
A 3 ' '-
S T B - EJFAT | EJFAT w8 —
Emulator [ a0 P . e | -cn - : Y > 1
y ——y "
, . . <
o viPp | | R
¥ Emulator | [
) .
- viP | | ML4FPGA
Emulator | I )
» his 4 ml
. |

Onsite components will implement
first stages of data filtering/reduction

/compute node A

JANA2

) 2
PHASM W e i

JANRA2
PHASM
/compute node |
JANA2
PHASM
compute node |

JANA2
PHASM

Offsite processing must incorporate built-in
calibration latencies and storage. This will also help

inform HPDF design

* Development of SRO DAQ pipeline tools =

......

* Development of JLAB CLAS 12 Remote data-stream processing over a distance

Inaugural demonstration of
remote data-stream
workflow deployment and
processing over a distance

ERSAP

* Integration of different components in an optimised SRO framework

* Reactive, event-driven data-stream processing framework that implements micro-services architecture

* Provides basic stream handling services (stream aggregators, stream splitters, etc.)
* Adopts design choices and lessons learned from TRIDAS, JANA, CODA and CLARA

ERSAP: Environment for Real-time Streaming, Acquisition, and Processing Framework

Event reactive actors, networked by data pipelines.

Compositional actors with conditional data routing at runtime.

Network

UE
* Flow-based programming paradigm
S [ _
SM SM
> =
DPS DPS DPS
DPE

DPE : Data Processing Environment

SM : Shared Memory

gHePsc

DPS : Data Processing Station

-

Source

Sync

Actor

s

Orchestrator

SM

DPS

Data

DPS

DPE

UE : User Engine

Init{Object O)

Object process(Object O)

Jg;ffergon Lab

» Captured CLASI2 data, streamed across the Jlab campus using a 100Gbps high-speed NIC featuring hardware timestamps

* Captured data using synchronized streams from multiple network sources

Jefferson Lab streaming readout system

Credit: Vardan Gyurjyan & Ayan Roy
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JLab SRO R&D: networking and data transfer

EJFAT = ESnet/JLab FPGA Accelerated Transport * Re-utilize the existing data transfer infrastructures developed at Jefferson Lab

Loss-less UDP Streaming Opportunistic FPGA Based Network Acceleration

FPGA
: Edge enhanced S
E.‘ -
- 8553 - |

N a3 — I 3

Typical Large Science
Instrument

This talk is primarily
about load balancing
DAQ streams

We assume multiple labs - ': m @EPSC
sourcing DAQs and multiple : original plan to read out 9 VTP crates , B o
HP d i i SRO Reol. Time Development Plafform / . - 0d Computing
estinations \ Indirection to Large elfal-IS-llall.llall.ﬂl'!l
Geographic / Network Independence Compute Resource
Al/ML Directed Dynamic Compute Resource Load Balancing VTPO1 —— = B : g (prlﬁtfigf) i
slide courtesy of Michael Goodrich :
3 VTP02 VTPO2 stream (x2) o ’a stre > I
&Eerscl o * @
'ﬁ ’.’ EsnEt J,Qf-fe rgon Lab 12/18 s sree e _8' _8' . tcpdump I 5nm/pzoj/RTDP/2023.12.17.CI.5812

VTPO3 o (D (D - (Ilbcap) VTPO1l_S1 R1234.pcap
o o

VTP04 VTPO4 stream (x2) » o o VTPO4 stream (x2) > b Y g
S = repeated for each stream. 18 streams total

VTPOS5 stream (x2) -C M : f

VIPO5 m——» O O >
e il

VTPO06 Ala LU UL = +
g i 100Gbps NIC w/ hardware

VTPO7 |Porsiemia o L E VIPO? siem 62)_1,, timestamping ability
% -

VTP08 VTPOB8 stream (x2) > m slre >

VTPOg VTPO9 stream (x2) > VTPO9 stream (x2) \ > "

- /
CODA SRO RTDP Capture Tooling

* Networking test for JLab SRO framework just started

Jefferson Lab streaming readout system M.Battaglieri - INFN




JLab SRO R&D: data reduction

AUTOENCODER

Fully connected auto encoder with dense layer

0.8
0.6 -
\ ENCODER DECODER ] 0.4
<:> < ) 0.2 ~ - N ——————— - —
O O O 0 10 20 30 40
O O O O Mse[5631] = 3.2345875404039965 %
LY
< T 100 —— Original
= \ " O O g = \ Recon
3 . - E 0751 \
:?__ ,‘? 2 0.50 y
= : O @), 2 : \
0 0 0.0 R
< -+
O O O 0 10 20 30 40
Samples

Latent space

GPU

Name

/ 300W

off
/ 300W

) -~ ' aTa
a vV1oo-

CPU
AMD Rvzen 5 5600U
6 core, 12 Logic processor

—

RASPBERRY Pl4 (C code)
Quad core Cortex-A72 (ARM v8)

{*)

Autoe

I 1
D

i
o

Mse[5999] = 0.7513767268707775 %

0.8 1

BEST 0.6

0.4 4

0.2 1

WORST

Normalized Amplitude

0 10 20 30 40
Mse[1528] = 3.2883887533937854 %

1.0 A

0.8 4

0.6 1

0.4 1

0.2 4

—— Original
/\ \ Recon
J

N

0 10 20 30 40
Samples

Jefferson Lab streaming readout system

S Ll ° S

Autoencoder Training:

Single Pulse

Histogram of mse

300 A
250 4
200 :’

150 1

Number of signals

‘ |

50 4

e DO

1.0 1.5 2.0 2.5 3.0
mse [%]

ion Comparison

Autoencoder perform better on few data

1,52 times better on compression

gzip compress faster than other algoritms

cution time detail

(*]

Custom implementation with zlib to compress data

in memory

Autoencoder perform better both in low cost
hardware and on server.

2,47 times faster on low cost hardware
2,51 times faster on server

Credit: Fabio Rossi

il D cranficaiiradiam
L 1Z cCONriguration
Double Pulse
Histogram of mse
250 A )
L (
200 1 1
v
©
e L
g |
w
% 150 )
@
o
5
Z 100 4
50 ‘
Wy
0 = . ' ol \
1.0 1.5 2.0 2.5 3.0
mse [%]
Comparison of different compression algorithms
4,6
45
4,0
5 ,63
—— If
1,5
100 1000 10000
Number of signals
gzip VS Autoencoder
1000
219,0
o ) :.
= 34,4 - ~emmmm o
o= AUtOENCO ——g7ip Rp
3Zip S I —e— Autoent r
1
1 100 1000 10000
Number of signals
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JLab SRO R&: Real-Time detector calibrations

Hall-D GlueX Central Drift Chambers

Used to detect and track charged particles with momenta p > 0.25 GeV/c
* 1.5 m long x 1.2 m diameter cylinder

Axial Layers

» 3522 anode wires at 2125V inside |.6 cm diameter straws
oo 10 50:50 Ar/CO2gas mix

Requires two calibrations: chamber gain and drift time-to-distance
16 Stereo Layers el E * Gain Correction Factor (GCF): have most variation +/-15%

* Has one control: operating voltage

D |
It works!
. . 52.5- F
ML Technique: Gaussian Process (GP) Pl e Tuned HV:[2113-2140] V
Target: Provide traditional Gain Correction Factor (GCF) >0.0 s HVEZRSOV
* atmospheric pressure within the hall 47 5- ..;-' ",
* temperature within CDC > o "
» CDC high voltage board current = 45.01 e ".,'
42.5 :"3:.3'5'9.&:.“;;;"se'etseaaaeea"e‘"‘. '“9.96..6.5*'!"““.'“m.." ':::.::“““.'.‘“‘“.‘.‘i.o‘m«".o‘.imi’"‘”c“"“’?c‘«.‘t‘=.=.".=°"="
Q .'.
observed data .. % " Ccceoge,
y X, mean function estimate * GP calculates PDF over admissible 40 .0 Heatesecee,,, -
o X- new predictions functions that fit the data | | | | | | | ™~ |
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
\ P * GP provides the standard deviation Event Number 1es

(uncertainty quantification -UQ) * Half the CDC (orange) at fixed HV, t he other half (blue) had its high voltages

e GP kernel: Radial Basis Function + White adjusted every 5> minutes
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JLab SRO R&D: GEANT simulations

Credit: Maurizio Ungaro

HPDF GEMC: solving the geant4 event-centric framework
/compute node £ . i L . i .
: - — M Sanae | GRunAction handles creation, filling and flushing (GStreaming) GFrameDataCollection
— calib, |, | -
A~ v | 1 DB processes - PHASM compute node £
EME:.I;J:‘ / 7] — (Emulator 1 R r P 1 geant4 event is
J p l : L J | y
l / I = " PHASM | l : PHASM (for example) 1 ps long
A/ L (Exatator I — N —wns GPU
Data . stream é > f ¥ m / | - | ¢
Filg splitter N —e{ VIP R ' menp EJFAT » - /compute node
7 “~a Emulator | r 5
’ a \L, JANA2
I " ~d v || : "I PHASM
[CODA] \L— B 7 | |
DAQ 1 e ML4FPGA | / compute node
/ Emulator] | " J JaNA2
I || PHASM
I
I
I

= W

Onsite components will implement
first stages of data filtering/reduction

Offsite processing must incorporate built-in
calibration latencies and storage. This will also help
inform HPDF design

Highly configurable multi-stream
source allows realistic streaming
simulations

Streaming Simulations Scope

GEMC3

slot 2

HEEEE m

Frame Buffer 31 Frame Buffer 32 Frame Buffer 33

crate slot channel charge

L J

time

e Hits from a geant4
event can end on
different buffers
(propagation time,
etc)

* Pile-ups are intrinsic in
this scenario

GEMC: Accumulating geant4 hits in SRU Frame Buffers

TCP
10/40GbE

Continuous

Data Subscribers,
DATA Stream

Analyzers

* Development of a MC GEANT-based toolkit to
implement SRO in detector simulations

GOAL: Having simulated
data stream on network
indistinguishable from real
data

* Transform event-based to stream-based G4 logic
* Develop libraries share same on-line data format

* Emulate TCP output to feed to ERSAP
* Milestone Nov 2021, FT Calorimeter streaming

Streaming protocols / analysis systems
should be transparent to the data
source: experiment or simulation

Define and address challenges on hardware, communications and
software issues

Jefferson Lab streaming readout system

Buffer
Frame

D 32

Buffer
Frame

1D 33

A J

event 301 event 302 SRU absolute time
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ePIC Streaming Computing

~N

€@ EIC Streaming Readout Architect
C reaming neaaout Arcniteciure
—_— Data
== Configuration & Control
— Power
Detector FEB | FEP | DAQ
(Front End Board) | (Front End Processor) | (Data Acquisition)
- L-‘\. , | N
| BW. ( O(I(X)pr«)' ";» | BW: O(10 Tbos)"/}'
| T Global timing, busy & sync
: Beam collision clock‘inpur
] | Goal O(100 L:t-p‘x; /
. « /
I -
Analog ~ 20m Power Supply System
(HV, LV, Bias)
Cooling Systems
L ) ‘ ‘—‘_—*4
EIC Streaming Readout (From Fernando Barbosa's talk at AI4EIC Sep. 9, 2021)
J on Lab

Kickstarting the ePIC Computing Plan

2023-07-18 : D. Lawrence

&HEePsc

factor of 100 in
data reduction

*ATHENA estimates
assumed much movre
Suppression at early
stages, but st 100Gbps
output. (See J. Landgraf
talk at SRO X)

O

. ePIC SRO WG Meeting

)
@Lcion

Jefferson Lab streaming readout system

Streaming RO for ePICS

* Full consensus for SRO within the
EIC community (Yellow Paper,
ECCE,ATHENA, ...)

* Rates at ePICS not comparable to
LHC HI-LUMI but the advantages
of SRO remain:

* multiple channels to trigger on

* Holy Grail: to manage (storage)
an unbiased (un-triggered) data
set for further analysis

* on/off-line event selection with
full detector information

Credit: Fernando Barbodsa, Markus Diefentaler
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ePIC Streaming Computing

ePIC Software & Computing Meeting

20-22 Sp 2023 Interfaces
UIC Student Gentsr East Tower Presented by Jin Huang at UIC Meeting on Sept 21 2023

ePIC streaming computing: follow the data & zoom out * Each step in the workflow has

a different latency

: . * Identify interfaces for a
Throughout the data flow: monitoring, QA, feedback towards operation $ee also: next session on reco. 4

: 1 ] ‘service-oriented’ approach

f / Online reconstruction,
|/ 0(1000) / 0(1000) /  ©(100) 0(100) , 0(10)PB EL,MM
| - Online Computer  [[FT) o m
(Readout, "
compression) / Offline infrastructure o ‘ :
(Buffer, Calibration, Within the ‘control room
Processing, Analysis 10) )
: O(100k}cores * Each stage in data flow
7\ .
— Lo - 96 Gb/sec Ot180jP8 requires 1O specs (based on
——— Comnsipsl 3G - CPU, GPU, FPGA reduction)
Synchrotron Rad 01 Gb/sec Fau safe) . ’
,. Electron Beam 226b/sec : * ‘control room’ boundary based
Aggregate 20Thbec Hadeon Besmn Lo : on permanent data storage
Per RDO (Avg) 7 Gb/sec Noise 32 Gb/sec -
I Before Permanent storage: data readout with minimal loss of collision signal > E After: make sense of data >
IIILIaItIeIIan IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
. . >
Ons 0O(100)ns O(1)us O(10)us O(1)min O(1)min-O(1) day O(1)day-O(1)week Outside the control room
. egens ° I
Possible facilities: Networking
T >
On detector On detector/rack DAQ room Host labs/Echelon 1 facility =~ Remote resources * CPU/GPU farm

 Local/remote resources

Reference: °  ©PICDAQuwiki: httos://wiki.bnl.gov/EPIC/index.ohp title=DAQ * on/off-line analysis
*  ECCE computing plan, Nuclinstrum Meth A 1047 (2023) 167859

Jin, also for Marco, Markus, Jeff, Torre ePIC Software & Compuling Meeting at UIC 6 Credit°_[in Huang, _Ieff Landgraf

)
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Summary and Outiook

* Streaming RO is needed for high-luminosity experiments to explore increasingly rare reactions
* Streaming RO is ‘THE’ option for future electron beam experiments running at high luminosity (JLab, EIC, ...)
* Take advantage of the full detector’s information for optimal (smart) tagging/filtering
* So many advantages: performance, flexibility, scaling, upgrading ...
... but, has to demonstrate to be as effective (or more!) than triggered systems
* Streaming Readout on-beam tests performed in Hall-D and Hall-B at JLab
* First SRO chain (FE + SRO sw + ON-LINE REC) tested with existing hardware
* Deployment of JLab SRO framework based on micro-services architecture (ERSAP)
* Taking advantage of current JLab operations for on-beam tests
* Development of ancillary components such as G4 MC (GEMC3), real-time calibrations, ...
* Developing solutions applicable to the future Electron lon Collider

* Built a working SRO prototype and a work team!

Many thanks to the whole SRO team:

D.Abbott (JLab), FAmeli (INFN), MB (JLab/INFN), V.Berdnikov (CUA), S.Boyarinov (JLab) M.Bondi (INFN), N.Brei (JLab),L.Cappelli (INFN) A.Celentano (INFN), T.Chiarusi (INFN), C.Cuevas (JLab), R. De Vita (INFN), M.Diefenthaler (JLab), |.
Landgraf (BNL), W. Gu (JLab), C.Fanelli (MIT), R. Fang (ODU), A. Farhat (ODU), S.Furletov (JLab), FGiacomini (INFN), V.Gyurjyan(JLab), W.Gu (JLab), G.Heyes (JLab), THorn (CUA), | Huang (BNL), E. Jastrzembski (JLab), D.Lawrence (JLab),
L.Marsicano (INFN), X.Mei (JLab), PMoran (MIT), PMusico (INFN), C.Pellegrino (INFN), E. Pooser (JLab), B.Raydo (JLab), A.Roy (JLab), F.Rossi (INFN), H. Szumila-Vance (JLab), C.Trimmer (JLab), M.Ungaro (JLab), S.Vallarino (INFN), J-Y Tsai
(JLab),Y. Xu (ODU).
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