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Network switch evaluation using CDC CR1 setup

o evaluate the low price network switch, we put in the
switches in a CDC detector s cosmic ray test setup.
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optical network switches worked on the setup. The data were
taken with the full event building and without the BUSY control.
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COME T DAQ PCs

Processor Memory 10 Gbps NIC SAS/RAID system HDD
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A evaluation of a switchless event building
DAQ PCs for
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Working processes
« Dummy FE Process working on the frontend PCs.
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Dummy FE generates 16kiB data and sends them to the backend PC.

DAS Processes working on the event-building PC
-E : reading data from network, 8 FE processes were working.

— EB : building events from event fragments of MIDAS FEs
— Logger : recording data to files

Logger process limited the recording speeds.
Total throughput : 830 MiB/s
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| ong distance data transport

The final destination of the experimental
data is KEK Computer research center’s
Tape storage.

The Internet 3F: DAQ Server
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Data copy test using “scp’
KEK (Tsukuba city) and J-PARC (Tokai villadge)
are connected by SINET (Science Information

network, Japan) with 10 Gbps speed. We " (b1 Local recoding :
. €6 b I * o
confirmed the speed of the data copy by scp =t . : Up to 800 MiB/s

command.
The speed of the one “scp’ is around 280 MiB/s.

"he total data copy speed achieved 1.03 GiB/s
using over five connection. KEKCC Data storage
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Summary

« COMET Phase-I DAQ system Is a two-layer network-based
system.

e The network of the DAQ assembled with the low price
network switches for the front-end and the switchless
connection for the back-end.

* The total throughput of the DAQ achieved 800 MIB/s.

— All data throughputs of the DAQ system were evaluated.
The current bofttleneck is the local data recording process.
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