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4@ mbspex components

The GSI PEXOR family PCle boards are used as X86 PC
interface for data acquisition from various detector
front-ends, linked by up to 4 chains of optical fiber
connections.  Communication with the _front-end
hardware s hlndled by the proprietary gosip ool Syelene
prot trigger module TRIXOR extends the
PEXOR by additional signal connections for triggered
data acquisition.
For several years the PEXOR boards have been
applied with the data acquisition framework MBS. On
Unux x86 platform, the device driver software
mbspex implements concurrent access to the PEXOR 1
front-ends from MBS DAQ, and from separate control H
applications, like the command line tool gosipcmd or i
|

hardware specific configuration GUIs.
Besides the established character driver mbspex, a
network driver pexomet has been deveioped to
evaluate a lightwelght DAQ system with readout from
PEXOR via UDP socket. Therefore common network
tools can be applied for driver configuration and data
debugging. Moreover, the gosipcmd tool and ts
adjusted API library are fully applicable also for
pexomnet. A simple example DAQ application with
wi
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Idevipexord
pexomet UDP readout has been
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PCisiayer f
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the software framework DABC, delivering the same

data file format and online monitoring capabilities as

MBS.

Readout performance of a test set-up has been mbspex kernel module pexornet kernel module
measured both with MBS / mbspex, and with DABC /

pexornet. network driver registered as interface pex0
debugging and tuning via /sys/class/net/pex0
all frontend and receiver control via socket iocti()
interface configuration with generic network tools.
concurrent access is protected by kemel mutex concurrent control access is protected by kemel mutex
gosipcm mmap() maps physical DMA buffer memory outside kernel space internal pool of DMA buffers according the defined MTU
("MBS pipe”), reserved at boot time, trigger interrupt bottom half does implicit data request, read out and
At trigger interrupt handler changes wait semaphore to be evaluated in preparation of socket buffers
ResetPEXOR  intiaiize SFP chains usertand via foct/() readout is protected against control access by spinlock
Read/Write any address on frontend explicit data request from MBS required for readout frontend data is delivered via generic sockef() as UDP packets from a
boards + tailored for DAQ software framework MBS virtual remote host
various DAQ frameworks and other software may read and inspect data

DAQ with DABC/pexornet

snsle sope o

character driver accessible via /dev/pexord
debugging and tuning via /sys/class/mbspex/pexor0d
all frontend and receiver control via custom file ioct()
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broadcastmode: readiwrite same
registerto all connected slaves.
muliple words readiwrite

register bit manipulation

configure verify with scriptfies * gos
plain or verbose output mode
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commandiine control interface gosipemd: |
available for both drivers with (almos?) same syntax ;
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Data rate trending at DABC/pexomet readout of 2 FEBEX sampling ADCs at
Erontend bownd sonfourmion: Data rat tronding at MBS mbspex readout of 2 FEBEX sampling ADCs at one PEXOR cran e s e it e R o P
+ usesgosipemd chain. Triggered ‘by"?ﬂ kH;'pms‘nr Host: 8 soft cores, 4GB RAM, kemel 3.2.0-amd64. mmm “ duo to file writing to NFS mounted disk.
© sy e)
+ may use directly lbmbspex CPU load: 3 x 100% (polling for frontend data mode. early triggerclear) / Lostuop. pmm. S ekiox 203KB = T30S (fromlocal event counter check)
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Cor sof ire and GUI
3 " both drivers allow concument control access
3 during data tak
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run control; 87 *  pexometcan also use generic network tools
« web based GUI in browser (jQuery.ui) 5 5 ventate DABC DABC (MiB/s) pAQ
+ uses DABCweb server i < e . framework
« may control MBS via DABC proxy | is . 4 <mm = * (i rrupt mode D N P eoiae
+ may control DABC readout: dll.c!iy g software
26 eeod DA pedommance N , + pexomet can produce MBS data format with DABC
receiver
= DAQ perfommance:
- 130 + botn drivers show simiar performance
—— ot a  paxomet may lose UDP peckets depanding on
B v o ™ i o a‘" : o e w?:&l’:‘gs i data los: (instead:
" g . . as no s - (i
e ) bl backpressure on hardware dead tme due to
‘expicit readout requests!)
is framework (ROOT) Comparison of data taking between MBS/mbspex and DABC/pexomet at different pulser trigger frequencies. Hardware A
reads DAQ samples via stream server socket 2 FEBEX sampling ADC frontends at one SFP chain, as described sbove. Acquired dats is not wvm to file, but mmd for * implement missing network hooks in kemel
< (available bothat MBS ABC validity by online analysis at stream server socket with God software. Both DAQ systems can fully handle event rates up to SkHz. module (ethtool,...)
*_same code can monitor either DAQ systems (90MiBis) for such setup. At 20kHz trigger rate, the “early trigger clear” readout mode can increase performance up to 8kHz * performancetuning
T s (150MiBs). In this mode, the TRIXOR trigger harcware is reset before data is read from the double buffered FEBEX front ends. DMAinto pre-aliocated socketbuffers?
i Here in fact one DAQ process (MBS). o the kerel tasklet (pexomet). is poling for the ‘data ready” state of the GOSIP « implementother readout protocol than UDP?
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