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WinCC-OA [0l software, provides a broad view of
what is happening with the event data in the DAQ
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smoothed and archived. All of the tool’s
interfaces can be used in history mode allowing
for a replay of past events in the DAQ System.
Also, all of the metrics shown can be plotted with
a trending tool. Both these features together
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