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Abstract—This document presents a new system used to
monitor the data acquisition of the LHCb experiment. The
monitoring takes place from the time the data is triggered in
the Front-End Boards all the way to the time it is temporarily
stored in the online storage system, thus providing the operators
of the experiment with a detailed overview of the status of
the data acquisition system. This system was thought of as a
complement to the already existing monitoring and control tools
available in the Experiment Control System in order to facilitate
the operation of LHCb. We will present the various features of
the monitoring tool and how it is being used by the ones involved
in the operation of the experiment.

I. INTRODUCTION

THE LHCb [1] experiment is one of four experiments that
use the beam provided by the LHC particle accelerator,

and is now undergoing Run 2 of physics data taking. The
operation of LHCb is usually overseen by 2 shifters who,
among other responsibilities, have to make sure all the data
is being acquired and stored according to requirements. To
do this, the operators make use of the monitoring and controls
implemented by Run Control [2], which is based on a SCADA
system (WinCC-OA) [3] and the JCOP framework [8]. The
framework’s guidelines include the use of a Finite State
Machine Tree [4] which propagates commands downstream
and states upstream, where leaf nodes of this tree represent
device controllers responsible for both hardware and software
devices as illustrated in Fig. 1. The state of these devices is
summarized by the Finite State Machine tree in a generic way,
as this state machine has to accommodate several different
types of devices. WinCC-OA is an industrial controls software
that allows for the control and monitoring of large distributed
systems. LHCb’s Run Control is spread across many virtual
machines and controls, monitors and configures many aspects
of the operation by also making use of a direct connection
to the Finite State Machine Tree. The monitoring system
presented in this document complements the Run Control
by providing the operators and other users with a broader
overview of the data flow through the Data Acquisition system
[5], [6].

II. THE DAQ SYSTEM

A. Architecture

LHCb’s Data acquisition system is composed of a three
stage trigger system, the first performed in hardware and
the two last ones in software. LHCb operates with a bunch
crossing rate of 40 MHz and the resultant measurements are
passed through a first hardware trigger, with a fixed latency of
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Fig. 1. Finite State Machine Tree.

4 µs that will filter these measurements and accept a maximum
sustained rate of 1MHz of events. These events are pushed
into FPGA-based readout cards, denominated ”TELL1” cards,
which perform zero suppressing and event packaging. Each
one of these cards is associated with a sub detector, and so each
one only holds an event fragment. The second stage trigger,
denominated the High Level Trigger (HLT) is a pure software
trigger that operates on a PC farm composed of 62 subfarms of
approximately 25 servers each. The Timing and Fast Control
(TFC) subsystem distributes a common clock and commands
through the TELL1 boards and the sub-detectors, letting these
know to which server the packets need to be sent via a LAN
network through a credit system. Part of the data is redirected
to the Monitoring, Reconstruction and Calibration farms. Each
server will then process several events in parallel, assembling
the events from their composing fragments and filtering out
the less interesting events, thus performing the software trigger
on the data. These accepted events are stored locally on the
disk of each server, awaiting the CPU availability for the third
stage of processing. When there is CPU available, tasks will be
deployed to pick up these events, which will then go through
a third stage of triggering and further processing. Lastly the
events are classified and divided in streams and sent to a
temporary storage system in the experiment’s facilities before
they are sent to the more permanent storage that handles the
data gathered by most of the experiments at CERN.

In order to operate different parts of the detector indepen-
dently, LHCb uses a partitioning scheme that creates indepen-
dent DAQ slices which are able to operate concurrently. The
DAQ system is thus divided in partitions, each one having
its own allocated readout cards, subfarms and storage slices.
Moreover, it is also possible to exclude devices and subtrees



from each partition’s operation when there is a malfunction or
maintenance undergoing, thus avoiding commands and status
to be taken into account by them.

Fig. 2. Data Acquisition architecture.

B. Monitoring Data

In each one of the hardware or software devices present
in the data acquisition stages presented in Section II-A, there
are counters and histograms being produced for monitoring
purposes. These counters are accessible via DIM [7] servers
that either communicate with hardware or are embedded in the
software devices. These counters are then passed to Run Con-
trol and other systems present in the control system through
the DIM protocol, either directly, or passing through a series
of DIM servers that perform the aggregation of the monitoring
data. Aggregation is particularly necessary in the case of the
High Level Trigger farm due to the number of servers and
tasks running in each of them. All the counters, histograms
and other forms of monitoring data are then available to the
histogram presenter, detailed user interfaces and the control
system that can generate alarms, archive data and perform
automatic analyses. This scheme is evidenced in Fig. 3.

III. DATAFLOW MONITORING

Run Control, with its Finite State Machine, is the main
tool used to operate and monitor LHCb as a whole. The
Dataflow Monitoring system envisioned to complement all the
tools already present by providing the operators with metrics
and alarms for every subsystem in a compact, detailed and
versatile way. This system is based in WinCC-OA and the
JCOP framework. WinCC-OA uses a database with a datapoint
structure and provides tools to archive data, generate alarms,
build user interfaces and scripting. The JCOP framework
consists on a set of guidelines and software tools to be used
by developers in specific control systems. The project can
be thought of as being composed of 2 essential parts: the
back-end, where the data is gathered, archived and alarms are
generated, and the front-end that comprises all the graphical
user interfaces.
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Fig. 3. Monitoring Data gathering scheme.

A. Data gathering and archiving

The monitoring data provided by each device of the exper-
iment is made available to this system in a variety of formats,
although they can be summarized by two sources:

• DIM services with structured names so they are easily
discovered.

• Datapoints already present in WinCC-OA.
Even though the sources are basically two, the format and

structure of the monitoring data provided by each stage of the
DAQ system can be significantly different. Because of this,
the backend of the Dataflow Monitoring project consists of
several processes that aggregate the data in different ways, but
act essentially on the same philosophy. Although this project
does not implement a Finite State Machine of its own, it
connects to the states of each DAQ partition to guide the
discovery and archiving of monitoring data. If a partition
enters an idle state it will be disregarded and no further
work is done, otherwise the backend processes will discover
which resources are allocated to that partition. This means
accessing Run Control or searching DIM services in search
for any stream, board or farm that is currently allocated in
that specific partition. For each of these devices, a data point
with a common format. Currently the gathered monitoring data
comprises:

• Event rates.
• Byte rates.
• IP packet rates.
• A listing of the allocated devices in each partition.
Archiving is optimized in order to reduce the amount of

samples stored while still providing enough information for
historic debugging. Samples are taken with a minimum period
of 30 s and only when the value varies significantly within
a percentage of the total value, thus performing a form of
smoothing. This ensures no samples are being taken in periods
of inactivity or when the rate values are stable, which accounts
for a very good percentage of time.



B. Alarms

The generation of alarms is performed on the data available,
and since these are mainly event rates or raw data rates,
alarms are triggered mainly when a certain device is reporting
a rate lower than is to be expected. These are reported in
the Graphical User Interfaces of the project and, in some
cases, they are relayed to the central Alarm Screen of the
experiment, which reports all the error and warning alarms
that the operators need to attend to as soon as possible.

C. Graphical User Interface

The simplest graphical interface to access the Dataflow
Monitoring, exposed in Fig. 4, is comprised of a summary
of each stage of the DAQ system as well as a control panel
where several aspects of the interface can be manipulated.

Fig. 4. Main Graphical Interface of LHCb Dataflow Monitoring.

From this initial panel the user is able to access a detailed
description of each of the stages of DAQ, leading to tables
that can show as much detail as the event rate in the input
and/or output of each device unit, as shown in Fig. 5.

The project also includes a trending tool that requires the
user simply to select any metrics showing either in detailed
tables or in the main user interface and issue the plot command
with a click. The trending tool also allows for templates to
be saved, in which the devices names are stored and can be
accessed at any time to produce the same plot(s) without the
need of re-selecting devices in the interface. These templates
are accessible to anyone on the network through the control
panel in the main interface. Example of a plot generated with
this tool is shown in Fig. 6.

With the help of the control panel shown on the left of
Fig. 4, it is also possible to access the history mode, which
makes use of the archive described in Section III-A. With the
history mode, one can make the whole interface and tables
show the data correspondent to a past period in time, providing

Fig. 5. Detailed view of the accept events rate in the readout cards, by card
(right) and summarized by subdetector or type of trigger (left).

Fig. 6. Example of plot generated by selecting elements of three different
tables.



Fig. 7. Dataflow Monitoring in the Control Room of LHCb.

for a complete replay of the full Data Acquisition Dataflow
at 30 s intervals. This, in conjunction with the trending, can
facilitate tracking issues in the Data Acquisition system.

Because the user interface was built in a modular manner,
the production of new flavours of the main interface become
facilitated. Given that the High Level Trigger in LHCb is split
into two stages that can run concurrently, we found it would be
useful to have a special flavour of the interface operate in the
Control Room of the experiment so that both stages would
be visible within one screen. This flavour simply uses two
similar modules and applies them to two different partitions
of the experiment, as seen in Fig. 7.

IV. CONCLUSIONS AND FUTURE PLANS

The operation of LHCb is mostly done through Run Control
and its associated user interfaces, which provide a complete
control over the experiment and also summarized monitoring
data. It did not, however, contain a detailed overview of what
is happening which the data acquisition devices.

Dataflow Monitoring was created so that the operators and
shifters would have a better view of what is happening at each
step of the data acquisition process. Its operation is real-time,
showing the data rates at each device as well as a summary
per subfarm or subdetector readout group. It also implements
a trending tool and an historic view mode in order to analyse
problems that have already passed for a better diagnose.

This system is now being used daily both inside and outside
the control room and is evolving according to user feedback
and new needs of the operators. Plans are in place to integrate
more data into this monitoring system and, consequently,
generate alarms on new problematic situations.
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