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Full hardware-based TCP processor

Only one external device—an SFP+. No other
devices are required.

*

* e 0
Resource utilization
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Slice Logic Utilization Used /Available |Utilization
Number of Slice Registers 6,504 407,600 1%|
Number of Slice LUTs 7,615 203,800 3%
Number of occupied Slices 3,056 50,950 5%
Number of
RAMB36EL/FIFO36E1s 9 459 2%
Number of
RAMBISEL/FIFO18E1s 0 890 0%
Number of BUFG/BUFGCTRLs 4 32| 12%)

10G Ethernet Card

Xilinx KC705 evaluation board
The preliminary test shows the throughput of FETCPis
about 400M Bps, which has certain distance to the
maximum possible TCP throughput.
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Running TCP at the maximum link speeds
requires some software and hardware performance
tuning. Optimization isin progress.




