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Primordial quantum fluctuations propagate as sound waves leaving their imprint in the CMB. They are 
the seeds of the large-scale structure 

ESA Planck Collaboration, 2013

Motivations

2 cosmological probes: Galaxy clustering + Weak gravitational lensing

1

Understand how different populations of galaxies populate their host haloes (HOD) 
Probe the stellar-to-halo-mass relation (SHMR) 
Constrain growth of structure f(z), galaxy bias, σ8(z), breaking the mutual degeneracies

Goals:
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2PCF multipoles by expanding in Legendre polynomials:

Each 2PCF is sensitive to a physical process/effect happening on a particular scale

Projected 2PCF mitigates RSD:

l=0  monopole, spherical average 
l=2  quadrupole traces satellites, peculiar velocities 
l=4 hexadecapole traces peculiar velocities

BAO~110 Mpc/h standar ruler 

ξl(s) =
2l + 1

2 ∫
+1

−1
ξ(s, μ)Pl(μ)dμ

wp(rp) = 2∫
∞

0
ξ(rp, π)dπ b(rp) =

wgal
p (rp)
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Eisenstein et al. 2005
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Weak gravitational lensing

4

Cosmic shear: distortions produced by massive objects of the LSS on the light path of distant galaxies

LSS lenses

Observer

Source

Supernova lensed 3 times  
by massive cluster

Lensed image

Weak effect, average over a large N of sources —> Euclid >30 sources/arcmin2
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R~0.87 shear responsivity

l=lenses; s=sources
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Fig. 12. Di↵erential excess surface density (circles) and annular dif-
ferential excess surface density (triangles) at 0.5 < z < 0.7 (top panel)
and 0.7 < z < 1.2 (bottom panel). Solid curves correspond to individual
mock measurements.

weight in the likelihood. We finally remark that the observed
⌥gm tend to exhibit lower amplitudes than expected in the mock
samples, in particular in the highest redshift interval. We discuss
the cosmological implications of this in Sect. 7.3.

7.2. Growth of structure constraints

We perform a combined maximum likelihood analysis of the
monopole, quadrupole, and annular di↵erential excess surface
density to derive constraints on the growth rate of structure at
0.5 < z < 0.7 and 0.7 < z < 1.2. The e↵ective redshifts as-
sociated with these intervals are z = 0.6 and z = 0.86. They
correspond to the average redshift of pairs contributing the most
to monopole and quadrupole correlation functions in these red-
shift intervals (Samushia et al. 2014). The theoretical model
that we use is described in Sect. 4; it depends on 11 param-
eters, p = ( f , b1, b2,�v,�8, ✏,↵,⌦m,⌦mh2,⌦bh2, ns). The last
three describe the shape of the matter power spectrum and these
are determined most accurately by CMB data. Since our galaxy
clustering and weak lensing measurements cannot provide such
tight constraints on these parameters, we fix them to the best-
fitting Planck 2015 TT+lowP+lensing parameters (Planck Col-
laboration et al. 2016). Consistently, ⌦m is kept fixed to the
Planck value in ⌥gm. Possible departures from those parameter
values are only allowed through variations of the AP distortion
parameters ✏ and ↵. In the following, we first consider measure-
ments of f�8, as a derived parameter, and later study the pos-
sibility of deriving independent measurements of f and �8. All
those measurements are obtained by marginalizing over the nui-
sance parameters: pn = (b1, b2,�v, ✏,↵). The adopted uniform
priors on the likelihood parameters are summarized in Table 1

Table 1. Adopted priors on the likelihood parameters.

Parameters Uniform prior
b1 [0.5, 2]
b2 [�1, 1]
�v [0, 8]
f [0.2, 1.4]
�8 [0, 1.2]
✏ [�0.1, 0.1]
↵ [0.9, 1.1]

and the full posterior likelihood contours for the cases presented
in the next section are given in Appendix B.

7.2.1. f�8 measurements

In our standard configuration, the linear matter power spectrum
shape is fixed to the best-fitting ⇤CDM model from Planck 2015
TT+lowP+lensing data (Planck Collaboration et al. 2016). AP
distortion parameters are set to (✏,↵) = (0, 1) and are not allowed
to vary. In this configuration we obtain f�8 values of

f�8(z = 0.6) = 0.48 ± 0.12 (48)
f�8(z = 0.86) = 0.48 ± 0.10, (49)

after marginalizing over other parameters. Associated reduced
chi-squared values are �2

⌫ = 1.52 and �2
⌫ = 1.62 respectively.

These measurements use both RSD and galaxy-galaxy lensing
information. It is instructive to see the impact of adding the
galaxy-galaxy lensing on the measurement of f�8. Thus if we
use the standard RSD approach without including galaxy-galaxy
lensing information, we obtain

f�8(z = 0.6) = 0.48 ± 0.11 (50)
f�8(z = 0.86) = 0.46 ± 0.09, (51)

with a reduced chi-squared value of �2
⌫ = 1.12 for both redshifts.

In that case, we fixed b2 = bs2 = b3nl = 0 in the RSD model,
as bias non-linearities are negligible for VIPERS galaxies bias
given the minimum scale used in the fit (Pezzotta et al. 2017).
Moreover, the shape of non-linear power spectra in the model is
fixed by setting �8 to its fiducial value at the e↵ective redshift of
the sample, as is commonly done (e.g. de la Torre et al. 2013).
The recovered values and associated errors are very similar to
the previous case. We do not find an improvement on f�8 ac-
curacy when galaxy-galaxy lensing is included, in fact errors are
marginally larger. This can be explained by the lower number
of degrees of freedom in the RSD-only case and the significant
uncertainty associated with our galaxy-galaxy lensing measure-
ments compared to the galaxy clustering ones in the VIPERS
fields. In fact the real gain is on contraining f and �8 separately
as discussed in Sect. 7.2.4.

7.2.2. Inclusion of Alcock-Paczynski distortions

As a robustness test, we relax the assumption on the shape of
the linear matter power spectrum. We allow the AP distortion
parameters (✏,↵) to vary, considering flat priors on ✏,↵ parame-
ters, extending by ±0.1 around (✏,↵) = (0, 1). After marginaliz-
ing over those parameters as well, we obtain the following f�8
measurements:

f�8(z = 0.6) = 0.51 ± 0.13, (52)
f�8(z = 0.86) = 0.52 ± 0.11, (53)
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weight in the likelihood. We finally remark that the observed
⌥gm tend to exhibit lower amplitudes than expected in the mock
samples, in particular in the highest redshift interval. We discuss
the cosmological implications of this in Sect. 7.3.

7.2. Growth of structure constraints

We perform a combined maximum likelihood analysis of the
monopole, quadrupole, and annular di↵erential excess surface
density to derive constraints on the growth rate of structure at
0.5 < z < 0.7 and 0.7 < z < 1.2. The e↵ective redshifts as-
sociated with these intervals are z = 0.6 and z = 0.86. They
correspond to the average redshift of pairs contributing the most
to monopole and quadrupole correlation functions in these red-
shift intervals (Samushia et al. 2014). The theoretical model
that we use is described in Sect. 4; it depends on 11 param-
eters, p = ( f , b1, b2,�v,�8, ✏,↵,⌦m,⌦mh2,⌦bh2, ns). The last
three describe the shape of the matter power spectrum and these
are determined most accurately by CMB data. Since our galaxy
clustering and weak lensing measurements cannot provide such
tight constraints on these parameters, we fix them to the best-
fitting Planck 2015 TT+lowP+lensing parameters (Planck Col-
laboration et al. 2016). Consistently, ⌦m is kept fixed to the
Planck value in ⌥gm. Possible departures from those parameter
values are only allowed through variations of the AP distortion
parameters ✏ and ↵. In the following, we first consider measure-
ments of f�8, as a derived parameter, and later study the pos-
sibility of deriving independent measurements of f and �8. All
those measurements are obtained by marginalizing over the nui-
sance parameters: pn = (b1, b2,�v, ✏,↵). The adopted uniform
priors on the likelihood parameters are summarized in Table 1

Table 1. Adopted priors on the likelihood parameters.

Parameters Uniform prior
b1 [0.5, 2]
b2 [�1, 1]
�v [0, 8]
f [0.2, 1.4]
�8 [0, 1.2]
✏ [�0.1, 0.1]
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and the full posterior likelihood contours for the cases presented
in the next section are given in Appendix B.

7.2.1. f�8 measurements

In our standard configuration, the linear matter power spectrum
shape is fixed to the best-fitting ⇤CDM model from Planck 2015
TT+lowP+lensing data (Planck Collaboration et al. 2016). AP
distortion parameters are set to (✏,↵) = (0, 1) and are not allowed
to vary. In this configuration we obtain f�8 values of

f�8(z = 0.6) = 0.48 ± 0.12 (48)
f�8(z = 0.86) = 0.48 ± 0.10, (49)

after marginalizing over other parameters. Associated reduced
chi-squared values are �2

⌫ = 1.52 and �2
⌫ = 1.62 respectively.

These measurements use both RSD and galaxy-galaxy lensing
information. It is instructive to see the impact of adding the
galaxy-galaxy lensing on the measurement of f�8. Thus if we
use the standard RSD approach without including galaxy-galaxy
lensing information, we obtain

f�8(z = 0.6) = 0.48 ± 0.11 (50)
f�8(z = 0.86) = 0.46 ± 0.09, (51)

with a reduced chi-squared value of �2
⌫ = 1.12 for both redshifts.

In that case, we fixed b2 = bs2 = b3nl = 0 in the RSD model,
as bias non-linearities are negligible for VIPERS galaxies bias
given the minimum scale used in the fit (Pezzotta et al. 2017).
Moreover, the shape of non-linear power spectra in the model is
fixed by setting �8 to its fiducial value at the e↵ective redshift of
the sample, as is commonly done (e.g. de la Torre et al. 2013).
The recovered values and associated errors are very similar to
the previous case. We do not find an improvement on f�8 ac-
curacy when galaxy-galaxy lensing is included, in fact errors are
marginally larger. This can be explained by the lower number
of degrees of freedom in the RSD-only case and the significant
uncertainty associated with our galaxy-galaxy lensing measure-
ments compared to the galaxy clustering ones in the VIPERS
fields. In fact the real gain is on contraining f and �8 separately
as discussed in Sect. 7.2.4.

7.2.2. Inclusion of Alcock-Paczynski distortions

As a robustness test, we relax the assumption on the shape of
the linear matter power spectrum. We allow the AP distortion
parameters (✏,↵) to vary, considering flat priors on ✏,↵ parame-
ters, extending by ±0.1 around (✏,↵) = (0, 1). After marginaliz-
ing over those parameters as well, we obtain the following f�8
measurements:

f�8(z = 0.6) = 0.51 ± 0.13, (52)
f�8(z = 0.86) = 0.52 ± 0.11, (53)
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weight in the likelihood. We finally remark that the observed
⌥gm tend to exhibit lower amplitudes than expected in the mock
samples, in particular in the highest redshift interval. We discuss
the cosmological implications of this in Sect. 7.3.

7.2. Growth of structure constraints

We perform a combined maximum likelihood analysis of the
monopole, quadrupole, and annular di↵erential excess surface
density to derive constraints on the growth rate of structure at
0.5 < z < 0.7 and 0.7 < z < 1.2. The e↵ective redshifts as-
sociated with these intervals are z = 0.6 and z = 0.86. They
correspond to the average redshift of pairs contributing the most
to monopole and quadrupole correlation functions in these red-
shift intervals (Samushia et al. 2014). The theoretical model
that we use is described in Sect. 4; it depends on 11 param-
eters, p = ( f , b1, b2,�v,�8, ✏,↵,⌦m,⌦mh2,⌦bh2, ns). The last
three describe the shape of the matter power spectrum and these
are determined most accurately by CMB data. Since our galaxy
clustering and weak lensing measurements cannot provide such
tight constraints on these parameters, we fix them to the best-
fitting Planck 2015 TT+lowP+lensing parameters (Planck Col-
laboration et al. 2016). Consistently, ⌦m is kept fixed to the
Planck value in ⌥gm. Possible departures from those parameter
values are only allowed through variations of the AP distortion
parameters ✏ and ↵. In the following, we first consider measure-
ments of f�8, as a derived parameter, and later study the pos-
sibility of deriving independent measurements of f and �8. All
those measurements are obtained by marginalizing over the nui-
sance parameters: pn = (b1, b2,�v, ✏,↵). The adopted uniform
priors on the likelihood parameters are summarized in Table 1

Table 1. Adopted priors on the likelihood parameters.

Parameters Uniform prior
b1 [0.5, 2]
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�v [0, 8]
f [0.2, 1.4]
�8 [0, 1.2]
✏ [�0.1, 0.1]
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and the full posterior likelihood contours for the cases presented
in the next section are given in Appendix B.

7.2.1. f�8 measurements

In our standard configuration, the linear matter power spectrum
shape is fixed to the best-fitting ⇤CDM model from Planck 2015
TT+lowP+lensing data (Planck Collaboration et al. 2016). AP
distortion parameters are set to (✏,↵) = (0, 1) and are not allowed
to vary. In this configuration we obtain f�8 values of

f�8(z = 0.6) = 0.48 ± 0.12 (48)
f�8(z = 0.86) = 0.48 ± 0.10, (49)

after marginalizing over other parameters. Associated reduced
chi-squared values are �2

⌫ = 1.52 and �2
⌫ = 1.62 respectively.

These measurements use both RSD and galaxy-galaxy lensing
information. It is instructive to see the impact of adding the
galaxy-galaxy lensing on the measurement of f�8. Thus if we
use the standard RSD approach without including galaxy-galaxy
lensing information, we obtain

f�8(z = 0.6) = 0.48 ± 0.11 (50)
f�8(z = 0.86) = 0.46 ± 0.09, (51)

with a reduced chi-squared value of �2
⌫ = 1.12 for both redshifts.

In that case, we fixed b2 = bs2 = b3nl = 0 in the RSD model,
as bias non-linearities are negligible for VIPERS galaxies bias
given the minimum scale used in the fit (Pezzotta et al. 2017).
Moreover, the shape of non-linear power spectra in the model is
fixed by setting �8 to its fiducial value at the e↵ective redshift of
the sample, as is commonly done (e.g. de la Torre et al. 2013).
The recovered values and associated errors are very similar to
the previous case. We do not find an improvement on f�8 ac-
curacy when galaxy-galaxy lensing is included, in fact errors are
marginally larger. This can be explained by the lower number
of degrees of freedom in the RSD-only case and the significant
uncertainty associated with our galaxy-galaxy lensing measure-
ments compared to the galaxy clustering ones in the VIPERS
fields. In fact the real gain is on contraining f and �8 separately
as discussed in Sect. 7.2.4.

7.2.2. Inclusion of Alcock-Paczynski distortions

As a robustness test, we relax the assumption on the shape of
the linear matter power spectrum. We allow the AP distortion
parameters (✏,↵) to vary, considering flat priors on ✏,↵ parame-
ters, extending by ±0.1 around (✏,↵) = (0, 1). After marginaliz-
ing over those parameters as well, we obtain the following f�8
measurements:

f�8(z = 0.6) = 0.51 ± 0.13, (52)
f�8(z = 0.86) = 0.52 ± 0.11, (53)
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de la Torre et al. 2017

Differential surface density as a function of the transverse separation between lenses and sources:

Mandelbaum et al. 2006 estimator:

Annular measurement:

ΔΣgm(rp) =
∑l,s wsetΣ−1

crit(zl, zs)

2R∑l,s wl,s

tangential shear (from source ellipticities)

source shape weights

Σcrit(zl, zs) =
c2Ds

4πGDlDls

wl,s = wsΣ−2
crit(zl, zs) source-lens weights

Ygm(rp) = ΔΣ(rp) −
r2
0

r2
p

ΔΣ(r0)

et 
ws 

r0=1Mpc/h cut-off radius



Cosmological surveys

SDSS-III/BOSS (2009-14): 1.5M galaxies over 10,000 deg2,  
mostly LRGs z<0.7

SDSS-IV/eBOSS (2014-20): 375k LRGs z<0.8,  
260k [OII] ELGs z<1, 740k QSOs over 7500 
deg2

z	

1Gpc/h 

3Gpc/h 

5Gpc/h 

SKA (2020) 

DESI (2020) 

EUCLID (2022),  
4MOST (2020),  

Subaru-PFS (2022) Ly-α QSOs 

z=0.5 

z=1 

z=2 
z=3 

EUCLID (2022-): 50M Hα ELGs z<2 with F> 2x10-16erg/s,  
QSOs at z>2 over 15,000 deg2, clustering+lensing, 
exquisite photo-z’s key for WL

DESI (2020-): 10M [OII] ELGs z<1.7, LRGs<1, QSOs 
z>2 over 14,000 deg2

WFIRST (~2025)

6

multi-tracer surveys

LSST (2023) 
Euclid (2023/24) 

4MOST (2024/25) 
Subaru PSF (2022) 

DESI (2022)

Courtesy of A. Raichoor SKA (2027/28)

Emission line galaxies (ELGs) 
Quasars (QSOs) 
Luminous Red Galaxies (LRGs) 



Emission line galaxies (ELGs) 
Bright nebular emission generated when young massive stars in HII regions ionise the surrounding gas  

HII region 
 
 
 
 
 

UV photons 
e- cascade  
Hα photon emission 

http://desi.lbl.gov.tdr/

The upcoming surveys will target ELGs out to z~2 to trace the BAO, growth of structure, star 
formation history and deliver the most precise 3D maps of the Universe to date.

7

http://desi.lbl.gov.tdr


N-body DM-only cosmological simulations

N particles 

38403 
38403  
38403 

Lbox  
(Mpc/h) 
2500 
1000 
400  

mass resolution  
(Msun/h)  
2.36x1010  
1.5x109   
9.63x107  

cosmosim.org 

BigMD 
MDPL2 
SMD 

8

skiesanduniverses.org 

MultiDark 

Klypin et al. 2016

N particles 

128003  

Lbox  
(Mpc/h) 
2000 

mass resolution  
(Msun/h)  
3.27x108  
  

Ishiyama et al. 2020

Past: Ongoing:

http://skiesandunierse.org


Courtesy of T. Ishiyama (Chiba University)

High resolution will be key for resolving the smallest haloes hosting ELGs

9

3.27x108 Msun/h 
  

Uchuu

Flagship
 



Large volume will allow us to constrain halo assembly bias over 4 orders of magnitude

10Courtesy of  A. D. Montero-Dorta (USM, Chile)



Light-cones 

  

re
ds
hi
ft

Rodríguez-Torres et al. 2016

LC more realistic than single snapshot —> includes full z evolution and n(z) fluctuations

z1

zi

zn

11

Concatenate the simulation snapshots in the observed z range using the Survey Generator Algorithm 
(SUGAR): 

http://skiesandunierse.org


Galaxies are biased tracers of the underlying dark matter distribution, therefore we 
populate DM haloes with galaxies using their spatial properties using two main methods:

II. SubHalo Abundance Matching (SHAM)

I. Halo Occupation Distribution (HOD)

Conroy+06, 09; Behroozi+10; Trujillo-Gomez+11

Cooray+02; Berlin & Weinberg+02; Kravtsov+04; Zheng+05,07

The galaxy-halo connection

12
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composite Schechter fits

ELG ⇥ DECaLS

LRG ⇥ DECaLS

Standard SHAM

Rank order haloes/galaxies allowing some scatter:

L,	Mstar Vmax	(or	Vpeak)

σSHAM

Basic assumption: more massive/luminous 
galaxies live in more massive haloes

13

ngal( > M⋆) = nh( > Vpeak)

Rank order Vpeak and assign galaxy L/Mstar sampled 
from the observed L/Mstar function until the 
observed n(z) is reached.

GF et al. 2022c in prep.

6 Favole et al. 2021

assignment is done assuming as proxies the halo maximum circu-
lar velocities, +max, and the galaxy stellar masses, allowing some
Gaussian scatter between them:

+
scattered
max = +max [1 + G(0,fSHAM)], (17)

where G is a Gaussian realisation with zero mean and fixed scatter
fSHAM. In practice, we rank order the haloes based on the scattered
velocities and assign them M¢ values drawn from the cumulative
Schechter fit to the observed stellar mass function. This drawing
is performed separately for central and satellite haloes using the
probability distribution function:

PDF(+mean
max , f+ , 5sat) = 5sat Gs (+mean

max , f+ , 5sat)+
(1 � 5sat) Gc (+mean

max , f+ , 5sat).
(18)

Here the Gc,s are Gaussian realisations depending on the model pa-
rameters: the mean maximum circular velocity of the haloes, +mean

max ,
the scatter around the mean,f+ , and the satellite fraction, 5sat. These
realisations are normalised to match the total number of galaxies per
redshift bin, #tot (I), as:π

Gs (+mean
max , f+ , 5sat) 3+mean

max = #tot (I) 5sat (19)

andπ
Gc (+mean

max , f+ , 5sat) 3+mean
max = #tot (I) (1 � 5sat), (20)

where #tot (I) is fixed by the observed galaxy number density.
In practice, we compute the central and satellite +max functions

of the haloes in the light-cone based on their scattered velocities.
Then we bin the haloes in (z,+max) so that in each bin we have
#

tot
c/s centrals/satellites. In each bin we also draw #

gauss
c/s haloes using

the Gaussian PDF above with mean and dispersion +mean
max ± f+

and normalised to match the observed =(I) distribution and desired
satellite fraction. Finally, we force the halo distribution to match the
Gaussian shape by downsampling the haloes in each bin using the
probabilities:

%c/s (I, +max) =
#

gauss
c/s (I, +max)
#

tot
c/s (I, +max)

. (21)

4.3 Jackknife covariances and errors

To estimate the eBOSS⇥DECaLS covariances, we perform jackknife
resamplings on the Uchuu mocks. Using the code by Favole et al.
(2020), we split the area of each mock in 4 ⇥ 4 equally spaced
RA-DEC cells. Then we compute the clustering/lensing observables
of the entire set of cells eliminating each time a di�erent one. We
finally obtain the jackknife covariance matrix of each observable
$ = b0 (B), b2 (B), b4 (B), Y(A?) and for each tracer (ELG, LRG) as:

⇠8 9 (B) =
#jk�1

#jk

#res’
0=1

[$0
8 (B) � $̄8 (B)] [$0

9 (B) � $̄ 9 (B)], (22)

where the pre-factor accounts for the fact that, between one resam-
pling and the next, only (# � 2) copies are independent. The $̄8 (A)
term is the mean jackknife estimate of a given observable in the 8th

spatial bin:

$̄8 (B) =
1
#jk

Njk’
0=1

$
0
8 (B). (23)

The uncertainties on the clustering and lensing measurements are
obtained from the square root of the diagonal elements of the covari-
ances above.

4.4 Joint likelihood and cosmological parameter estimation

Following the procedure adopted in Favole et al. (2019) and Favole
et al. (2020), we combine the eBOSS⇥DECaLS clustering and lens-
ing covariances into the total assembled covariance ⇠̂ defined as:

⇠̂ =
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. (24)

Then we use it to construct the total precision matrix as:

 ̂ =
✓
1 � =b + 1

#res�1

◆ ⇣
⇠̂ � )

⌘�1
� ) , (25)

where the term in the first parenthesis is the Hartlap et al. (2007)
correction that reduces the bias introduced in the covariance by the
limited number of jackknife resamplings (#res) and 2PCF bins (=b).
In the above equation, )8 9 ⌘  

�
| |B8 � B 9 | |

�
is the tapering matrix

(Kaufman et al. 2008) defined in terms of a kernel as a function of
the physical scale of the tracers we are correlating (Paz & Sánchez
2015; Wendland 1995, 1998). Its role is to minimise the noise in the
o�-diagonal terms of the covariance by suppressing those terms that
are far apart, so less correlated.

We use the precision matrix above to define the combined clus-
tering and lensing likelihood function for each tracer 8 = ELG, LRG
as:

�2 logL8 =
⇣ Æ
<
8 � Æ

3
8
⌘)
 ̂

⇣ Æ
<
8 � Æ

3
8
⌘
, (26)

where Æ
3
8 =

⇣
b
8
0, b

8
2, b

8
4,Y

8
gm

⌘
is the grouped data vector as a function

of the physical scale, and Æ
3 is the model. We finally estimate the

cosmological parameters by processing the likelihood above using a
Monte Carlo Markov chain (MCMC) based on a Metropolis-Hastings
algorithm (see e.g. Chib & Greenberg 1995).

5 ANALYTIC MODEL

Our ultimate goal is to constrain cosmology by processing the Uchuu
covariances via an MCMC approach (see Sec. 4.4). To this purpose,
we first need to construct a combined clustering and lensing analytic
model depending on the parameters we want to constrain. Such a
model has to include an analytic formulation of the galaxy bias and
the RSD e�ects. In what follows we build the analytic prescriptions
in line with de la Torre et al. (2017) and Jullo et al. (2019).

5.1 Analytic weak lensing model

To analytically model the observed di�erential excess surface density
in Eq. 9, we express the average surface density within A? as:

⌃̄gm (< A?) =
2

A
2
?

π A?

0
⌃(A) A 3A , (27)
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Modified SHAM for incomplete samples

galaxy multi-tracers at high z are often incomplete —> SHAM needs modification
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PDF(Vmean
peak , σV, fsat) = fsatGs(Vmean

peak , σV, fsat) + (1 − fsat)Gc(Vmean
peak , σV, fsat)

GF et al. 2017; GF et al. 2022b, 2022c in prep.

Gaussian realisations normalised to match the observed number of galaxies per z bin:

In practice:  

1. Compute the cen/sat halo velocity functions. In each (z, Vpeak) bin we have          haloes.  
2. Using the PDF above, draw           haloes with 
3. Force the halo distribution to match the Gaussian shape by downsampling using:

∫ Gs(Vmean
peak , σV, fsat) dVmean

peak = Ntot(z)fsat ∫ Gc(Vmean
peak , σV, fsat) dVmean

peak = Ntot(z)(1 − fsat)

Vmean
peak ± σV

Nc/s
tot

Nc/s
gauss

Pc/s(z, Vmean
peak ) =

Nc/s
gauss(z, Vmean

peak )
Nc/s

tot (z, Vmean
peak )
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Figure 2. Projected (left column), monopole (central) and quadrupole (right) two-point correlation functions of the SDSS H↵ volume-
limited samples defined in Table 1. In the top line we show only the SDSS observations with no shift applied. In the rest of the panels,
we compare our measurements with the MultiDark-Galaxies mocks and MDPL2 SHAM models (solid lines) shifting each wp(rp) by
0.3 dex and s2 ⇠0,2(s) by 20 h�1Mpc to avoid overlap. The error bars are estimated using 200 jackknife re-samplings.
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sample name zmax z̄ Lmin

H↵
Ngal n̄g Vol

[erg s�1] [10�3h3Mpc�3] [106h�3Mpc3]

L1 0.058 0.039 1.7 ⇥ 1039 32623 9.11 3.58
L2 0.091 0.056 4.4 ⇥ 1039 78914 5.66 13.95
L3 0.130 0.075 1.7 ⇥ 1040 116280 2.92 39.81
L4 0.160 0.090 6.2 ⇥ 1040 111663 1.54 72.71
L5 0.183 0.101 2.6 ⇥ 1041 55536 0.52 106.97

Table 1. Redshift and H↵ luminosity cuts defining the SDSS H↵ volume-limited samples. For each one we report the number of galaxies
(Ngal), its mean number density (n̄g) and its comoving volume (Vol). All the selections have a minimum redshift of z = 0.02 and a
minimum H↵ flux of 2⇥ 10�16 s�1cm�2erg to match the current predictions for Euclid at higher redshift. To make sure we include only
star-forming galaxies, our H↵ ELG samples are limited to log(sSFR/yr�1) > �11 and EW > 10 Å.

Figure 1. Dust attenuated SDSS H↵ emission line luminosity
(grey dots) and volume-limited samples (coloured dashed lines).
We impose a minimum flux limit (black solid line) of FH↵ =
2 ⇥ 10�16 s�1cm�2erg to match the current forecast for Euclid
at higher redshift (Merson et al. 2018).

3.1 MultiDark-Galaxies

Our first model scheme relies on the products of three dif-
ferent semi-analytic models of galaxy formation and evo-
lution all run on the same MDPL2 1h�1Gpc simulation
box. These model catalogues have been released as part of
the MultiDark-Galaxies project (Knebe et al. 2018) and
are publicly available on the Cosmosim

10 and the Skies &

Universes
11 data bases. In particular, we consider the syn-

thetic catalogues described in Favole et al. (2021a), which
are based on the SAG12 (Cora et al. 2018), SAGE (Croton
et al. 2016, 2006) and Galacticus 13 (Benson 2012) semi-
analytic models of galaxy formation and evolution. Since
none of the above models outputs H↵ luminosity values, we
adopt the estimates from Favole et al. (2021a) estimates.
These have been calculated using the GET EMLINES

14

code by Orsi et al. (2014).
We consider the closest model snapshot to the mean

redshift of each SDSS H↵ volume-limited sample (Sec. 2).

10 https://www.cosmosim.org
11 http://skiesanduniverses.org/Products/MockCatalogues/

MDGALAXIES/
12 http://www.astro.puc.cl/~npadilla/SAG/SAG/Main.html
13 https://sites.google.com/site/galacticusmodel/
14 https://github.com/aaorsi/get_emlines

There we mimic the observations by imposing the same mag-
nitude, H↵ flux and sSFR limits of the data: rp < 17.77,
FH↵ > 2 ⇥ 10�16 s�1cm�2erg and log(sSFR/yr�1) > �11.
Note that, while the SAG and Galacticus models pro-
vide SDSS magnitudes, for SAGE we had to extract them
from the Theoretical Astrophysical Observatory

15

(TAO).
Moreover, we cut each model at the minimum H↵ lu-

minosity of the observational sample we want to model.
The LH↵ thresholds are provided in Table 2. Finally, to
better mimic the SDSS H↵ volume-limited samples in the
semi-analytic model galaxies, we also want to cut the mod-
els in equivalent width, but the SAMs do not provide di-
rect EW estimates. These are usually computed as the
fraction between the luminosity of the line and that of
the continuum, EW=LH↵/L

cont

H↵ . Since LH↵ correlates with
SFR and the continuum at 6563Å correlates with the stel-
lar mass (e.g. Zahid et al. 2017), we approximate EW⇠
|log(SFR/M?)| = |log(sSFR/yr�1)| and further select the
MultiDark-Galaxies at EW > EWmin, where the mini-
mum threshold for each model is chosen to best reproduce
the observed clustering amplitude. The EWmin thresholds
are reported in Tab. 2.

The simple selections implemented above make that the
resulting model galaxies naturally satisfy the SDSS Main
surface brightness condition (Strauss et al. 2002b):

µ50 = rp + 2.5 log (2⇡r250) 6 24.5 [mag arcsec�2], (1)

as shown in Fig.A1. In the equation above, r50 [arcsec] is the
galaxy half-light radius, defined as the radius enclosing half
of the total light of a galaxy (see e.g. Ciotti 1991; Caon et al.
1993). This is an important physical quantity from which we
can infer fundamental galaxy scaling relations. Since usually
SAMs do not output r50, we describe in AppendixA how to
estimate it for the MultiDark-Galaxies and provide a
code for that.

3.2 High-fidelity MDPL2 SHAM mocks

Our second model approach relies on high-fidelity MDPL2
light-cones coupled with a (Sub)Halo Abundance Matching
prescription to connect galaxies with their host dark mat-
ter haloes. First, we generate light-cones by applying the
SUrvey GenerAtoR (SUGAR; Rodŕıguez-Torres et al.
2016) algorithm to the MultiDark Rockstar (Behroozi
et al. 2013) halo catalogues in the redshift range of inter-
est, 0.02 < z < 0.22. By construction, the light-cones have

15 https://tao.asvo.org.au/tao/
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sample name z̄ Lmin

H↵
EWmin fsat Vpeak log(Mh/h�1M�) log(M?/h�1M�)

[erg s�1] [Å] [%] [km s�1]

L1 0.02 1.7 ⇥ 1039 9.50 22.3 148±41 11.51±0.43 9.86±0.46
L2 0.05 4.4 ⇥ 1039 9.55 25.9 155±42 11.57±0.41 9.94±0.43

SAG: L3 0.07 1.7 ⇥ 1040 9.55 24.8 162±43 11.66±0.37 10.03±0.38
L4 0.09 6.2 ⇥ 1040 9.58 24.2 173±45 11.77±0.34 10.15±0.33
L5 0.12 2.6 ⇥ 1041 9.65 23.7 191±50 11.91±0.33 10.30±0.27

L1 0.02 1.7 ⇥ 1039 9.90 20.4 153±31 11.54±0.33 9.78±0.28
L2 0.05 4.4 ⇥ 1039 9.85 18.3 152±29 11.53±0.32 9.77±0.28

Galacticus: L3 0.07 1.7 ⇥ 1040 9.90 21.9 154±33 11.54±0.34 9.77±0.28
L4 0.09 6.2 ⇥ 1040 9.90 22.6 155±34 11.54±0.35 9.77±0.28
L5 0.12 2.6 ⇥ 1041 9.95 26.8 154±36 11.50±0.40 9.76±0.28

L1 0.02 1.7 ⇥ 1039 10.30 32.6 107±36 11.13±0.37 10.57±0.19
L2 0.05 4.4 ⇥ 1039 10.35 35.5 110±38 11.16±0.37 9.81±0.43

SAGE: L3 0.07 1.7 ⇥ 1040 10.30 32.5 125±44 11.34±0.38 10.05±0.38
L4 0.09 6.2 ⇥ 1040 10.15 22.1 153±52 11.62±0.37 10.38±0.33
L5 0.12 2.6 ⇥ 1041 10.10 17.5 213±74 12.10±0.35 10.85±0.20

L1 0.039 — — 25.4±0.1 194±81 11.71±0.69 —
L2 0.056 — — 22.5±0.4 215±89 11.86±0.71 —

MDPL2 SHAM: L3 0.075 — — 19.6±0.7 244±97 12.06±0.70 —
L4 0.090 — — 20.2±0.4 242±101 12.09±0.74 —
L5 0.101 — — 20.9±0.5 267±97 12.18±0.68 —

Table 2. H↵ ELG predictions derived from the MultiDark-Galaxies and the MDPL2 SHAM mocks discussed in Sec. 3 and shown
in Fig. 2. For each model we show the mean redshift (z̄), the satellite fraction (fsat), the mean halo maximum circular velocity over its
entire history (Vpeak) and the mean halo mass (Mh), with the corresponding standard deviations. For each SAM we report the minimum
luminosity (Lmin

H↵
) and equivalent width (EWmin) (for further details see Sec. ??), as well as the average stellar mass prediction.

model, and this returns full consistency in the clustering
amplitude on all scales, as shown in the last row of Fig. 2.

In particular, the excellent agreement we find in the
MDPL2 SHAM quadrupole suggests that we are correctly
modelling the SDSS H↵ intra-halo distribution using this
method, and the velocity distributions are adequate com-
pared to the observations. On large scales, the larger de-
viations of the SHAM predictions compared to those of
the SAMs are mainly due to cosmic variance, which in the
light-cone is stronger compared to the original MultiDark-

Galaxies box due to its limited aperture (see Sec. 3.2).
As shown in Table 2, all our models predict that H↵

ELGs with stronger line emission tend to be more clustered
(from 0.01 to 0.4 dex depending on the sample), and live
in more massive haloes with larger peak circular velocities.
The only case in which this trend is not completely clear
is Galacticus, where we see some fluctuations. It is impor-
tant to mention that the Galacticus model catalogues do
not output Vpeak, therefore we recover the halo velocities
by matching the Galacticus model selections (see Sec. 3.1)
through their HostHaloID, to the rockstarId in the MDPL2
Rockstar parent snapshots.

In terms of satellite fraction, while from the SHAM re-
sults we conclude that fsat reduces as the luminosity in-
creases, in the MultiDark-Galaxies this correlation is less
evident and we observe some fluctuations. The semi-analytic
mocks also allow us to estimate the H↵ ELGs stellar masses,
which we find to be overall correlated with the clustering
amplitude due to the stellar-to-halo mass correlation. The
only exception is represented by the five Galacticus models
showing a constant mean stellar mass.

By construction, the SDSS volume-limited samples in-
clude some redshift evolution which we cannot disentangle
from the H↵ luminosity dependence. Its e↵ect, however, is
not significant for two reasons: we are considering a very

narrow z range (0.02 < z < 0.22), and the majority of SDSS
ELGs belong to the faint end of the H↵ luminosity function,
which is flatter at z ⇠ 0.1 compared to higher redshift (see
Orsi et al. 2014).

5.2 SDSS H↵ ELG bias

In Fig. 3 we show the SDSS H↵ galaxy bias squared as a
function of the physical scale, together with the MDPL2
SHAM and MultiDark-Galaxies predictions. Compared
to the SHAM models, the SAMs reproduce less accurately
the observed bias trend, in particular below 1h�1Mpc. This
is a consequence of the small-scale deviation in the cluster-
ing, possibly due to a lack of satellites and/or a less accurate
modelling in their distribution within the parent haloes. Be-
low 1h�1Mpc, the discrepancy in SAGE is further enhanced
due to the missing orphan galaxies (Knebe et al. 2018).

In the left panel of Fig. 4 we show the mean galaxy
bias (averaged over rp) as a function of the H↵ luminosity
and number density; the redshift dependence is embedded.
Each point in the plot represents one of the H↵ samples de-
fined in Table 1. The MDPL2 SHAM prediction is shown
as solid black line and the shaded area is the 1� dispersion.
This result highlights the presence of a clear correlation be-
tween galaxy bias, H↵ luminosity and redshift in the local
Universe. On the other hand, the ELG number density anti-
correlates with all the previous quantities. We find that the
mean galaxy bias in the local Universe is consistent with
unity, hbi ⇠ 1.03.

In the right panel of Fig. 4 we display the normalised
linear bias of the SDSS emitters as a function of their H↵
luminosity (black points), together with the predictions from
the MultiDark-Galaxies and the MDPL2 SHAM models
(lines and 1� shaded regions). Each point represents the bias
of one of the H↵ ELG samples calculated at fixed separa-
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sample name z̄ Lmin

H↵
EWmin fsat Vpeak log(Mh/h�1M�) log(M?/h�1M�)

[erg s�1] [Å] [%] [km s�1]
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L4 0.09 6.2 ⇥ 1040 9.58 24.2 173±45 11.77±0.34 10.15±0.33
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L4 0.09 6.2 ⇥ 1040 10.15 22.1 153±52 11.62±0.37 10.38±0.33
L5 0.12 2.6 ⇥ 1041 10.10 17.5 213±74 12.10±0.35 10.85±0.20

L1 0.039 — — 25.4±0.1 194±81 11.71±0.69 —
L2 0.056 — — 22.5±0.4 215±89 11.86±0.71 —

MDPL2 SHAM: L3 0.075 — — 19.6±0.7 244±97 12.06±0.70 —
L4 0.090 — — 20.2±0.4 242±101 12.09±0.74 —
L5 0.101 — — 20.9±0.5 267±97 12.18±0.68 —

Table 2. H↵ ELG predictions derived from the MultiDark-Galaxies and the MDPL2 SHAM mocks discussed in Sec. 3 and shown
in Fig. 2. For each model we show the mean redshift (z̄), the satellite fraction (fsat), the mean halo maximum circular velocity over its
entire history (Vpeak) and the mean halo mass (Mh), with the corresponding standard deviations. For each SAM we report the minimum
luminosity (Lmin

H↵
) and equivalent width (EWmin) (for further details see Sec. ??), as well as the average stellar mass prediction.

model, and this returns full consistency in the clustering
amplitude on all scales, as shown in the last row of Fig. 2.

In particular, the excellent agreement we find in the
MDPL2 SHAM quadrupole suggests that we are correctly
modelling the SDSS H↵ intra-halo distribution using this
method, and the velocity distributions are adequate com-
pared to the observations. On large scales, the larger de-
viations of the SHAM predictions compared to those of
the SAMs are mainly due to cosmic variance, which in the
light-cone is stronger compared to the original MultiDark-

Galaxies box due to its limited aperture (see Sec. 3.2).
As shown in Table 2, all our models predict that H↵

ELGs with stronger line emission tend to be more clustered
(from 0.01 to 0.4 dex depending on the sample), and live
in more massive haloes with larger peak circular velocities.
The only case in which this trend is not completely clear
is Galacticus, where we see some fluctuations. It is impor-
tant to mention that the Galacticus model catalogues do
not output Vpeak, therefore we recover the halo velocities
by matching the Galacticus model selections (see Sec. 3.1)
through their HostHaloID, to the rockstarId in the MDPL2
Rockstar parent snapshots.

In terms of satellite fraction, while from the SHAM re-
sults we conclude that fsat reduces as the luminosity in-
creases, in the MultiDark-Galaxies this correlation is less
evident and we observe some fluctuations. The semi-analytic
mocks also allow us to estimate the H↵ ELGs stellar masses,
which we find to be overall correlated with the clustering
amplitude due to the stellar-to-halo mass correlation. The
only exception is represented by the five Galacticus models
showing a constant mean stellar mass.

By construction, the SDSS volume-limited samples in-
clude some redshift evolution which we cannot disentangle
from the H↵ luminosity dependence. Its e↵ect, however, is
not significant for two reasons: we are considering a very

narrow z range (0.02 < z < 0.22), and the majority of SDSS
ELGs belong to the faint end of the H↵ luminosity function,
which is flatter at z ⇠ 0.1 compared to higher redshift (see
Orsi et al. 2014).

5.2 SDSS H↵ ELG bias

In Fig. 3 we show the SDSS H↵ galaxy bias squared as a
function of the physical scale, together with the MDPL2
SHAM and MultiDark-Galaxies predictions. Compared
to the SHAM models, the SAMs reproduce less accurately
the observed bias trend, in particular below 1h�1Mpc. This
is a consequence of the small-scale deviation in the cluster-
ing, possibly due to a lack of satellites and/or a less accurate
modelling in their distribution within the parent haloes. Be-
low 1h�1Mpc, the discrepancy in SAGE is further enhanced
due to the missing orphan galaxies (Knebe et al. 2018).

In the left panel of Fig. 4 we show the mean galaxy
bias (averaged over rp) as a function of the H↵ luminosity
and number density; the redshift dependence is embedded.
Each point in the plot represents one of the H↵ samples de-
fined in Table 1. The MDPL2 SHAM prediction is shown
as solid black line and the shaded area is the 1� dispersion.
This result highlights the presence of a clear correlation be-
tween galaxy bias, H↵ luminosity and redshift in the local
Universe. On the other hand, the ELG number density anti-
correlates with all the previous quantities. We find that the
mean galaxy bias in the local Universe is consistent with
unity, hbi ⇠ 1.03.

In the right panel of Fig. 4 we display the normalised
linear bias of the SDSS emitters as a function of their H↵
luminosity (black points), together with the predictions from
the MultiDark-Galaxies and the MDPL2 SHAM models
(lines and 1� shaded regions). Each point represents the bias
of one of the H↵ ELG samples calculated at fixed separa-
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Figure 4. Left: SDSS H↵ mean galaxy bias as a function of the galaxy number density, n(z). Each point represents the mean bias of one
of the H↵ volume-limited samples defined in Table 1. We overplot the MDPL2 SHAM prediction and the corresponding 1� scatter region
(line and shaded area). In the local Universe, the bias mildly but clearly correlates with both LH↵ and redshift, and anticorrelates with
n(z). Right: Normalised linear bias of the SDSS H↵ ELGs (black point) compared with the SDSS r-band results (blue triangles). Here
b⇤ is the bias of the SDSS sample (mock) with luminosity compatible with the characteristic Schechter value L⇤ of the current H↵ (or
Mr � 5 log h) luminosity function at z ⇠ 0.1. For the H↵ samples we derive L⇤ from Sobral et al. (2013) parametrization as a function of
redshift: log (L⇤ [s�1erg]) = 0.45 z + 41.87. For the r-band samples we assume the best-fit Schechter parameter from Montero-Dorta &
Prada (2009). The corresponding MDPL2 SHAM predictions are displayed as solid black and dashed blue lines, respectively; the shaded
areas are the 1� dispersions. As expected, galaxy bias at low redshift correlates more strongly with LH↵ than Mr � 5 log h. The SAG
MultiDark-Galaxies predictions including dust extinction is shown as a thick solid salmon line. Galacticus and SAGE models are fully
consistent with SAG and are represented with dashed green and dot-dashed purple lines, respectively. The thick, dotted cyan line is the
H↵ SAG model at z = 0 from Orsi et al. (2014).

log (L/L?) b/b?

SDSS H↵ SHAM H↵ SAG Galacticus SAGE
-2.685 0.826±0.130 0.835±0.050 0.978±0.017 0.996±0.030 0.991±0.019
-2.271 0.884±0.073 0.932±0.040 1.014±0.020 0.991±0.026 1.020±0.007
-1.684 0.966±0.065 0.969±0.032 0.999±0.017 0.996±0.016 0.996±0.026
-1.122 1.001±0.049 0.991±0.041 0.994±0.017 1.016±0.039 0.966±0.009
-0.500 1.033±0.041 1.039±0.027 1.006±0.014 0.988±0.054 1.038±0.038

SDSS Mr SHAM Mr

-0.892 0.858±0.056 0.744±0.049
-0.492 0.904±0.018 0.901±0.021
-0.092 0.986±0.019 0.959±0.031
0.108 1.014±0.020 1.020±0.049
0.308 1.173±0.023 1.187±0.045

Table 3. Normalised linear bias values displayed in Fig. 4, right panel. The values for b? and L? are reported in Sec. 5.1.

1013 h�1M�. At larger masses, our expected number of
mocks reaches a plateau, while in their case it keeps growing.
Such a discrepancy might be due to a di↵erent implementa-
tion of the feedback mechanisms in the models and will be
investigated further in future works.

From the high-fidelity SHAM mocks we find that the
halo masses hosting H↵ emitters in the local Universe range
between 5.1 ⇥ 1011 h�1M� and ⇠ 1.5 ⇥ 1012 h�1M�, with
25.4 to 20.9 per cent satellite fraction. A fully consistent
scenario holds also for SDSS [O ii] 3727-3729Å emitters at
z ⇠ 0.1 (Favole et al. 2017) and for BOSS [O ii] 3727-3729Å
ELGs at z ⇠ 0.8 (Favole et al. 2016), meaning that: (i) H↵
and [O ii] ELGs out to z ⇠ 1 live in the same type of haloes
with same masses, circular velocities and satellite fraction;
(ii) no significant evolution is observed in the clustering,
bias and HOD properties of the H↵ and [O ii] emitters out
to z ⇠ 1.

6 DISCUSSION AND SUMMARY

We have studied the galaxy clustering, bias and halo occu-
pation distribution properties of the SDSS DR7 H↵ ELG
sample at mean redshift z ⇠ 0.1, which is presented in
Favole et al. (2021a). Here we have built volume limited
samples with di↵erent H↵ luminosity thresholds to explore
the dependence of the clustering signal on LH↵. We have
interpreted our measurements using both the MultiDark-

Galaxies mocks run with three di↵erent SAMs of galaxy
formation and evolution, and a modified SHAM approach
(Rodŕıguez-Torres et al. 2017; Favole et al. 2016), account-
ing for the ELG stellar mass incompleteness, applied to
high-fidelity MDPL2 light-cones. The semi-analytic model
galaxies have been selected using the same magnitude, flux,
sSFR, EW and LH↵ of the observations. Both SAM and
SHAM analyses return consistent results, which are sum-
marised below:
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sample name zmax z̄ Lmin

H↵
Ngal n̄g Vol

[erg s�1] [10�3h3Mpc�3] [106h�3Mpc3]

L1 0.058 0.039 1.7 ⇥ 1039 32623 9.11 3.58
L2 0.091 0.056 4.4 ⇥ 1039 78914 5.66 13.95
L3 0.130 0.075 1.7 ⇥ 1040 116280 2.92 39.81
L4 0.160 0.090 6.2 ⇥ 1040 111663 1.54 72.71
L5 0.183 0.101 2.6 ⇥ 1041 55536 0.52 106.97

Table 1. Redshift and H↵ luminosity cuts defining the SDSS H↵ volume-limited samples. For each one we report the number of galaxies
(Ngal), its mean number density (n̄g) and its comoving volume (Vol). All the selections have a minimum redshift of z = 0.02 and a
minimum H↵ flux of 2⇥ 10�16 s�1cm�2erg to match the current predictions for Euclid at higher redshift. To make sure we include only
star-forming galaxies, our H↵ ELG samples are limited to log(sSFR/yr�1) > �11 and EW > 10 Å.
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Figure 1. Dust attenuated SDSS H↵ emission line luminosity
(grey dots) and volume-limited samples (coloured dashed lines).
We impose a minimum flux limit (black solid line) of FH↵ =
2 ⇥ 10�16 s�1cm�2erg to match the current forecast for Euclid
at higher redshift (Merson et al. 2018).

3.1 MultiDark-Galaxies

Our first model scheme relies on the products of three dif-
ferent semi-analytic models of galaxy formation and evo-
lution all run on the same MDPL2 1h�1Gpc simulation
box. These model catalogues have been released as part of
the MultiDark-Galaxies project (Knebe et al. 2018) and
are publicly available on the Cosmosim

10 and the Skies &

Universes
11 data bases. In particular, we consider the syn-

thetic catalogues described in Favole et al. (2021a), which
are based on the SAG12 (Cora et al. 2018), SAGE (Croton
et al. 2016, 2006) and Galacticus 13 (Benson 2012) semi-
analytic models of galaxy formation and evolution. Since
none of the above models outputs H↵ luminosity values, we
adopt the estimates from Favole et al. (2021a) estimates.
These have been calculated using the GET EMLINES

14

code by Orsi et al. (2014).
We consider the closest model snapshot to the mean

redshift of each SDSS H↵ volume-limited sample (Sec. 2).

10 https://www.cosmosim.org
11 http://skiesanduniverses.org/Products/MockCatalogues/

MDGALAXIES/
12 http://www.astro.puc.cl/~npadilla/SAG/SAG/Main.html
13 https://sites.google.com/site/galacticusmodel/
14 https://github.com/aaorsi/get_emlines

There we mimic the observations by imposing the same mag-
nitude, H↵ flux and sSFR limits of the data: rp < 17.77,
FH↵ > 2 ⇥ 10�16 s�1cm�2erg and log(sSFR/yr�1) > �11.
Note that, while the SAG and Galacticus models pro-
vide SDSS magnitudes, for SAGE we had to extract them
from the Theoretical Astrophysical Observatory

15

(TAO).
Moreover, we cut each model at the minimum H↵ lu-

minosity of the observational sample we want to model.
The LH↵ thresholds are provided in Table 2. Finally, to
better mimic the SDSS H↵ volume-limited samples in the
semi-analytic model galaxies, we also want to cut the mod-
els in equivalent width, but the SAMs do not provide di-
rect EW estimates. These are usually computed as the
fraction between the luminosity of the line and that of
the continuum, EW=LH↵/L

cont

H↵ . Since LH↵ correlates with
SFR and the continuum at 6563Å correlates with the stel-
lar mass (e.g. Zahid et al. 2017), we approximate EW⇠
|log(SFR/M?)| = |log(sSFR/yr�1)| and further select the
MultiDark-Galaxies at EW > EWmin, where the mini-
mum threshold for each model is chosen to best reproduce
the observed clustering amplitude. The EWmin thresholds
are reported in Tab. 2.

The simple selections implemented above make that the
resulting model galaxies naturally satisfy the SDSS Main
surface brightness condition (Strauss et al. 2002b):

µ50 = rp + 2.5 log (2⇡r250) 6 24.5 [mag arcsec�2], (1)

as shown in Fig.A1. In the equation above, r50 [arcsec] is the
galaxy half-light radius, defined as the radius enclosing half
of the total light of a galaxy (see e.g. Ciotti 1991; Caon et al.
1993). This is an important physical quantity from which we
can infer fundamental galaxy scaling relations. Since usually
SAMs do not output r50, we describe in AppendixA how to
estimate it for the MultiDark-Galaxies and provide a
code for that.

3.2 High-fidelity MDPL2 SHAM mocks

Our second model approach relies on high-fidelity MDPL2
light-cones coupled with a (Sub)Halo Abundance Matching
prescription to connect galaxies with their host dark mat-
ter haloes. First, we generate light-cones by applying the
SUrvey GenerAtoR (SUGAR; Rodŕıguez-Torres et al.
2016) algorithm to the MultiDark Rockstar (Behroozi
et al. 2013) halo catalogues in the redshift range of inter-
est, 0.02 < z < 0.22. By construction, the light-cones have

15 https://tao.asvo.org.au/tao/
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Figure 2. Projected (left column), monopole (central) and quadrupole (right) two-point correlation functions of the SDSS H↵ volume-
limited samples defined in Table 1. In the top line we show only the SDSS observations with no shift applied. In the rest of the panels,
we compare our measurements with the MultiDark-Galaxies mocks and MDPL2 SHAM models (solid lines) shifting each wp(rp) by
0.3 dex and s2 ⇠0,2(s) by 20 h�1Mpc to avoid overlap. The error bars are estimated using 200 jackknife re-samplings.
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AGE MATCHING model (Hearing et al. 2013) extended to build more predictive mocks including 
primary and secondary halo/galaxy properties

Decorated SHAM including secondary properties

IllustrisTNG100

Lbox = 75 Mpc/h

MDM = 5.1 x 106Msun 
Mgas = 9.4 x 105Msun 

NDM = 18203 

Galaxies Haloes 

zstarve, cinfall, δenv
R , αR, δR(g − i), SFR

Halo tidal properties

red peak

Secondary matching using conditional PDFs in bins of stellar mass:

blue peak

GF et al. 2022a, arXiv: 2101.10733

L, M⋆ Vmax, VpeakI

II



Halo tidal overdensity 

Paranjape et al. 2018  
Ramakrishnan et al. 2019

αR ≡ (1 + δR)−1 q2

17

δR = λ1 + λ2 + λ3

Tidal anisotropy parameter 

q2 =
1
2 [(λ2 − λ1)2 + (λ3 − λ1)2 + (λ3 − λ2)2]

Anisotropy is higher in filaments an lower in knots δR

The anisotropy parameter is a mediator between the internal and large-scale properties of haloes 

Halo	tidal	tensor	computed	on	a	10243	cubic	lattice	using	SPIDER	code	(Martizzi et al. 2019)		
and	interpolated	at	each	halo	location	and	Rvir.	By	diagonalising	the	tensor	we	define: 

GF et al. 2022a, arXiv: 2101.10733
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The more 
correlated the 
secondary props 
the better they 
perform 

Red : (g − i) ≥ 0.85 Blue : (g − i) < 0.85

GF et al. 2022a, arXiv: 2101.10733



Summary 

19

SHAM is a simple, yet powerful, prescription able to link galaxies to their host DM 
haloes reproducing the clustering signal of complete samples.

The upcoming surveys will target millions of galaxy multi-tracers at high z, most of 
them very incomplete in luminosity/Mstar. Therefore, a modified SHAM approach is 
needed to accurately model the clustering (and lensing) signal on all scales.

SHAM+Age Matching links the inner and large-scale galaxy/halo properties, properly 
including the secondary halo bias and the physics of galaxy formation/evolution. However, 
the accuracy of the method strongly depends on the secondary properties chosen and their 
mutual correlations.


