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CMB anisotropies 
Planck results

Planck Collaboration, A&A, 641, A1 (2020)

ΛCDM model
• Two main components: dark energy 

and dark matter 
• 5% or ordinary matter 
• Dark matter must be cold 
• Universe with flat geometry

24 Ricardo Tanausú Génova-Santos

This was the default sample for cosmological analyses, until the recent advent of
the “Pantheon” sample [74], which contains 1048 SNe spanning the redshift range
0.01 < z < 2.3, thanks to the addition of Pan-STARRS1 Medium Deep Survey and
various low-redshift and HST samples.

The left panel of Figure 11 clearly shows that these new data have resulted in a
significant improvement of the cosmological constraints, when compared with the
original data of the High-z Supernova Research Team [67]. The Pantheon data [74]
alone allow a high-significance detection of dark energy. When both statistical and
systematic uncertainties are combined together, the result for a non-flat universe
is ⌦⇤ = 0.733 ± 0.113 (6� detection), while for ⌦k = 0 the result is ⌦⇤ =
0.702±0.022 (32� detection). This demonstrates the ability of SNIa observations to
constrain cosmology on their own. However, much tighter cosmological constraints
are achieved through the combination with other cosmological probes like the CMB
or the BAO. The great advantage is that SNIa likelihoods are typically orthogonal to
other measurements of cosmological parameters, the reason for this being the lower
mean redshift coverage compared to most of other methods. This is crucial to break
the geometric degeneracy of the CMB in the ⌦⇤ � ⌦m plane (see in Figure 4 this
e�ect in the ⌦k � ⌦m plane). The combination of the CMB and SNIa also allows
exploring cosmological models with equation of state of dark energy w , 1 (w = 1
corresponds to a cosmological constant), by breaking the degeneracy between w and
⌦m (see right-panel of Figure 11).

Fig. 11 Cosmological constraints derived from the Pantheon SNIa sample. Left: constraints on the
⌦⇤ �⌦m plane for a non-flat ⇤CDM cosmology derived from the Pantheon sample in comparison
with those coming from the R98 sample of [67]. Right: constraints derived from the Pantheon
sample on the ⌦m � w plane for a CDM cosmology with a dark energy component with equation
of state parameter w, in comparison with those coming from Planck CMB data, and with the
combination of the two, and with BAO. Figure extracted from [74] (© AAS. Reproduced with
permission).

Concordance model
• Astounding agreement with other 

observables 
• CMB 
• LSS 
• SNe Ia (accelerated expansion) 
• BBN

The establishment of the Standard Cosmological Model through observations 23

they would be in a decelerating universe, indicating that the Universe is currently
undergoing an accelerated expansion. When analysed assuming a universe with mat-
ter and a cosmological constant, these results provided evidence of ⌦⇤ > 0 at more
than 99%. This important discovery was recognised with the 2011 Physics Nobel
Prize. Since then, new observations have compellingly confirmed this result. The
largest high-redshift (z ⇡ 0.4 � 1.0) samples to date come from the ESSENCE sur-
vey [69] and from the CFHT Supernova Legacy Survey (SNLS [70]). The left-hand
panel of Figure 10 shows the Hubble diagram resulting from the SNLS high-z SNIa
sample, in combination with other observations at lower redshifts. Following what
has become common practice in this field, instead of distances this figure represents
magnitudes versus redshift. It is clearly seen that a model with ⌦⇤ = 0 is strongly
disfavoured by the data. At intermediate distances (0.1 < z < 0.4) the SDSS-II su-
pernova survey [71] has resulted in 500 spectroscopically confirmed SNIa. At very
high redshifts, HST surveys (see e.g. [72]) have yielded ⇠ 25 SNIa at z > 1 suitable
for cosmological analyses.

Fig. 10 Hubble diagrams showing data points obtained from Type Ia supernova observations. The
left panel shows measurements from the Supernova Legacy Survey (z > 0.2) in combination with
nearby SNIa measurements. Two cosmological models are shown superimposed, one corresponding
to the best-fit cosmological model with ⌦⇤ = 0.74, and another one without dark energy, clearly
highlighting that the data favour ⌦⇤ > 0. The right panel shows the results from the joint light-
curve analysis (JLA), with combined measurements from four di�erent surveys, providing uniform
redshift coverage out to z = 1, together with the distance modulus redshift relation of the best-fit
⇤CDM cosmology. Credit: [70] (left) and [73] (right), Reproduced with permission © ESO.

The greatest cosmological utility of SNIa comes from the combination of di�erent
data sets spanning a wide redshift range. However, combination and homogenisation
of data from di�erent instruments and telescopes in such a way that they are useful for
cosmological analyses entails a major di�culty, specially in what concerns survey-
to-survey relative flux calibration, joint light curve fitting, and consistent use of K-
corrections. The joint light-curve analysis (JLA; [73]) contains 740 spectroscopically
confirmed SNIa with high-quality light curves, coming from the combination of two
major surveys, the SDSS-II supernova survey and the SNLS, in addition to low-z
observations, and very high-z data from the HST (see right-hand panel of Figure 10).

Type Ia SN observations

Astier et al. 2006 Betoule et al. 2014

Type Ia SN constraints combined with other probes

Scolnic et al. (2018)



CMB polarisation

Scalar perturbations Tensor perturbations

Inflation

• Accelerated expansion in the Early Universe 

• Leads to 
• Scalar perturbations ⇒ density perturbations 
• Tensor perturbations ⇒ primordial gravitational waves 

• Predictions 
• Flat geometry ✓ 
• Nearly scale-invariant perturbations (nes<1 but close to unity) ✓ 
• Nearly Gaussian perturbations in all scales ✓ 
• Gravitational waves ?

• Gravitational waves may create an 
specific pattern (B-mode) in the CMB 
polarisation

r =
At

As
= 0.06

✓
Einf

1016 GeV

◆4

<latexit sha1_base64="5sYnnPYMPaRU4r//L0JMSA0mqa4=">AAACOXicbVDJSgNBFOxxjXGLevTSGAS9hBkR9SJERfSoYKKQiaGnfZM09ix0vxHC0P6YfoI/4FFPot78ATuL4Fan6qp60FVBKoVG1310RkbHxicmC1PF6ZnZufnSwmJdJ5niUOOJTNRFwDRIEUMNBUq4SBWwKJBwHlwf9PzzG1BaJPEZdlNoRqwdi1BwhlZqlepq1w8V4/leK/dVRNGYL6qN2XUr7pYvIcS1QepwYIk4tDnPvcy9LXPbl46gboyvRLuD65ebrVLZnvZB/xJvSMpkiJNW6cG/SngWQYxcMq0bnptiM2cKBZdgin6mIWX8mrWhYWnMItDNvN/f0NUwURQ7QPvv79mcRVp3o8BmIoYd/dvrif95jQzDnWYu4jRDiLmNWC/MJMWE9makV0IBR9m1hHEl7C8p7zA7Edqxi7a+97vsX1LfqHhuxTvdLFf3h0MUyDJZIWvEI9ukSo7JCakRTu7JM3kj786d8+S8OK+D6IgzvFkiP+B8fALYbq1y</latexit><latexit sha1_base64="5sYnnPYMPaRU4r//L0JMSA0mqa4=">AAACOXicbVDJSgNBFOxxjXGLevTSGAS9hBkR9SJERfSoYKKQiaGnfZM09ix0vxHC0P6YfoI/4FFPot78ATuL4Fan6qp60FVBKoVG1310RkbHxicmC1PF6ZnZufnSwmJdJ5niUOOJTNRFwDRIEUMNBUq4SBWwKJBwHlwf9PzzG1BaJPEZdlNoRqwdi1BwhlZqlepq1w8V4/leK/dVRNGYL6qN2XUr7pYvIcS1QepwYIk4tDnPvcy9LXPbl46gboyvRLuD65ebrVLZnvZB/xJvSMpkiJNW6cG/SngWQYxcMq0bnptiM2cKBZdgin6mIWX8mrWhYWnMItDNvN/f0NUwURQ7QPvv79mcRVp3o8BmIoYd/dvrif95jQzDnWYu4jRDiLmNWC/MJMWE9makV0IBR9m1hHEl7C8p7zA7Edqxi7a+97vsX1LfqHhuxTvdLFf3h0MUyDJZIWvEI9ukSo7JCakRTu7JM3kj786d8+S8OK+D6IgzvFkiP+B8fALYbq1y</latexit><latexit sha1_base64="5sYnnPYMPaRU4r//L0JMSA0mqa4=">AAACOXicbVDJSgNBFOxxjXGLevTSGAS9hBkR9SJERfSoYKKQiaGnfZM09ix0vxHC0P6YfoI/4FFPot78ATuL4Fan6qp60FVBKoVG1310RkbHxicmC1PF6ZnZufnSwmJdJ5niUOOJTNRFwDRIEUMNBUq4SBWwKJBwHlwf9PzzG1BaJPEZdlNoRqwdi1BwhlZqlepq1w8V4/leK/dVRNGYL6qN2XUr7pYvIcS1QepwYIk4tDnPvcy9LXPbl46gboyvRLuD65ebrVLZnvZB/xJvSMpkiJNW6cG/SngWQYxcMq0bnptiM2cKBZdgin6mIWX8mrWhYWnMItDNvN/f0NUwURQ7QPvv79mcRVp3o8BmIoYd/dvrif95jQzDnWYu4jRDiLmNWC/MJMWE9makV0IBR9m1hHEl7C8p7zA7Edqxi7a+97vsX1LfqHhuxTvdLFf3h0MUyDJZIWvEI9ukSo7JCakRTu7JM3kj786d8+S8OK+D6IgzvFkiP+B8fALYbq1y</latexit><latexit sha1_base64="5sYnnPYMPaRU4r//L0JMSA0mqa4=">AAACOXicbVDJSgNBFOxxjXGLevTSGAS9hBkR9SJERfSoYKKQiaGnfZM09ix0vxHC0P6YfoI/4FFPot78ATuL4Fan6qp60FVBKoVG1310RkbHxicmC1PF6ZnZufnSwmJdJ5niUOOJTNRFwDRIEUMNBUq4SBWwKJBwHlwf9PzzG1BaJPEZdlNoRqwdi1BwhlZqlepq1w8V4/leK/dVRNGYL6qN2XUr7pYvIcS1QepwYIk4tDnPvcy9LXPbl46gboyvRLuD65ebrVLZnvZB/xJvSMpkiJNW6cG/SngWQYxcMq0bnptiM2cKBZdgin6mIWX8mrWhYWnMItDNvN/f0NUwURQ7QPvv79mcRVp3o8BmIoYd/dvrif95jQzDnWYu4jRDiLmNWC/MJMWE9makV0IBR9m1hHEl7C8p7zA7Edqxi7a+97vsX1LfqHhuxTvdLFf3h0MUyDJZIWvEI9ukSo7JCakRTu7JM3kj786d8+S8OK+D6IgzvFkiP+B8fALYbq1y</latexit>

Challinor, 2013



CMB polarisation

Errard et al. 2015

Planck 2015 results X, 2016

• Extremely faint signal (~nK level) in 
very large angular scales

B-modes signal

• Extremely high sensitivities 
• Many detectors 
• Large bandwidths 

• Exquisite control of instrument 
systematics (beams, instrumental 
polarisation, RFI, relative calibration, 
pointing accuracy….) 

• Observations covering very large angular 
scales (difficult from Earth) 

• Careful control characterisation and 
correction of Galactic foregrounds

Foreground Freq. range Polarised?
Free-free low-freq no
Synchrotron low-freq ~10%
Anomalous Microwave 
Emission intermediate ?

Thermal dust emission high-freq ~10%

Galactic foregrounds



The QUIJOTE experimentQT1. Instruments 
MFI,MFI2 
11, 13, 17, 19 GHz 
FWHM = 0.93°-0.62° 

MFI: 2012-2018 
MFI2: 2022-

QT2. Instruments 
TGI,FGI 

30 and 40 GHz 
FWHM = 0.37°-0.28° 

Commissioning 2018, 2021- 

QT1 and QT2  
Crossed-Dragone 

telescopes, 2.25m primary, 
1.9m secondary

http://www.dicom.unican.es/
http://www.ifca.unican.es/


Previous CMB experiments

Tenerife 
10, 15, 33 GHz 
1984-2000 

IAC-Bartol 
91, 142, 230, 272 GHz 
1994-1997

33 GHz interferometer 
33 GHz 
1997-2002

Cosmosomas 
10, 13, 15, 17 GHz 
1998-2007

VSA 
33 GHz 
1999-2008

Watson et al. 2005
Dickinson et al. 2004

Harrison et al. 2000

10 GHz Tenerife

15 GHz Tenerife

Gutiérrez et al. 2000

VSA 33 GHz

Teide Observatory



Current and future CMB experiments

Teide Observatory

CMB lab 
Teide observatory

QUIJOTE 
11, 13, 17, 19, 30 and 40 GHz

2012-

LSPE-STRIP 
43 and 90 GHz

2023-

GroundBIRD 
150 and 220 GHz

2019-

TMS 
10-20 GHz

2023-



Figure 7. Time series of PWV from calibrated GPS at OT (IZAN antenna) and statistical results. The black dots in the
upper panel are the individual measurements (30�1 min), the white circles are the monthly medians, the blue shadow is
the monthly median absolute deviation and the outermost blue lines are the monthly absolute maxima and minima.

Figure 8. Same as in Fig. 7 but for ORM (LPAL antenna).

Teide Observatory
Castro-Almazán et al. (2016)

Izaña Mount. Tenerife (Spain) 
2400 m a.s.l. 
Declination 28° N 
PWV = 3.8 mm (median) 
Quite stable atmosphere



Science with QUIJOTE-MFI

• Excellent complement to Planck/WMAP at low frequencies. 
• Fills the gap between WMAP/Planck and low-freqs (C-BASS) 
• Legacy value (→LiteBIRD) 
• Goal: reach σQ,U ~ 10 µK/deg in the full northern-sky (dec>0°)

• Wide survey (11,000 h) → 10 Tb raw data 
• Cosmological fields (~ 3,000 deg2) (6,500 h) 
• Daily calibrators:Tau A, Cas A, Moon, sky dips and also Jupiter, Venus (~1,700 h) 
• Galactic centre and the Haze (1,400 h) 
• ρ-Ophiuchi molecular cloud (260 h) 
• Perseus molecular cloud (750 h) → Génova-Santos et al. (2015) 
• Fan and 3C58 (500 h) 
• SNRs: W44, W49, W51, W63, IC443 (1,150 h) → Génova-Santos et al. (2017) 
• Taurus (450 h) → Poidevin et al. (2019) 
• M31 (540 h)

Observations MFI science phase

Total: 26,000 hours of MFI data → 3 effective years 
→ 50% efficiency between 2013 and 2018
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QUIJOTE-MFI scientific results

I. Measurements of the intensity and polarization of the AME in the Perseus molecular complex (Génova-Santos et al. 2015) 
II. Polarization measurements of the microwave emission in the Galactic MCs W43 and W47 and SNR W43 (Génova-Santos et al. 2017) 
III. Microwave spectrum of intensity and polarization in the Taurus MC complex and L1527 (Poidevin et al. 2019)

IV. A northern sky survey at 10-20 GHz with the Multi-Frequency Instrument (Rubino-Martín et al.) 
V. W49, W51 and IC443 SNRs as seen by QUIJOTE-MFI (Tramonte et al.) 
VI. The Haze region and the Galactic Centre as seen by QUIJOTE-MFI (Guidi et al.) 
VII. Galactic AME sources in the MFI wide survey (Poidevin et al.) 
VIII. Component separation in polarization with the QUIJOTE-MFI wide survey. (de la Hoz et al.) 
IX. Radio-sources in the QUIJOTE-MFI wide survey (Herranz et al.) 
X. Polarised synchrotron loops and spurs. (Peel et al.) 
XI. Spatial variability of AME parameters in the Galactic Plane (Fernández-Torreiro et al.) 
XII. Analysis of the polarised synchrotron emission at the power spectrum level (Vansyngel et al.) 
XIII. Intensity and polarization study of Supernova Remnants (López-Caraballo et al.) 
XIV. The FAN region as seen by QUIJOTE-MFI (Ruiz-Granados et al.) 
XV. The North Galactic Spur as seen by QUIJOTE-MFI (Watson et al.) 
XVI. Component separation in intensity with the QUIJOTE-MFI wide survey (de la Hoz et al.)
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s • Detection of spectral variations of AME with QUIJOTE and C-BASS (Cepeda-Arroita al. 2021) 
• The PICASSO map-making code: application to a simulation of the QUIJOTE northern sky survey (Guidi et al. 2021) 
• MFI data processing pipeline (Génova-Santos et al.)

Main paper and 5 other 
papers to be submitted in 

summer 2022

Maps will be publicly 
released once these papers 

are accepted for publication



QUIJOTE-MFI early results

Perseus molecular complex  
(Génova-Santos et al. 2015)

• Survey (194h, ≈250 deg2) on the Perseus MC at 
10-20 GHz 

• Confirmation of AME intensity downturn at low 
frequencies 

• ΠAME<3.4% @ 18 GHz

W43, W44, W47 
(Génova-Santos et al. 2017)
• 210h, ≈400 deg2 
• SNR in W44, both I,Q,U 

• βsync= -0.62± 0.03 
• FR in W44 

•  RM = -404 ± 49 rad/m2 

• Diffuse Galactic emission 
• βsync ∼ -1.2 

• AME in W43 
• ΠAME<0.39% @ 17 GHz 
• ΠAME<0.22% @ 41 GHz

Taurus molecular complex 
(Poidevin et al. 2019)

• 451h, ≈289 deg2 

• AME detections in the TMC and in 
L1527 

• ΠAME<4.2% @ 28.4 GHz, TMC 
• ΠAME<5.3% @  28.4 GHz, L1527



QUIJOTE-MFI wide survey

QUIJOTE 11 GHz QUIJOTE 13 GHz QUIJOTE 17 GHz QUIJOTE 19 GHz

I

Q

U

Rubiño-Martín et al. (to be submitted)

Maps smoothed to 1°

• Scans at constant elevation (12 deg/s) 
• 11,000 hours (6,000 hours after data flagging)

• σQ,U ∼ 35-40 µK/deg 
• σI ∼ 60-150 µK/deg

• Full Northern sky (∼29,000 deg2)



QUIJOTE-MFI wide survey

QUIJOTE 11 GHz (I)

-5.0 20.0 mKcmb

Rubiño-Martín et al. (to be submitted)

North Celestial Pole

Geostationary satellites
Southern sky

Smoothed to 1°



QUIJOTE-MFI wide survey

QUIJOTE 11 GHz (I)

-5.0 20.0 mKcmb

North Celestial Pole

Geostationary satellites
Southern sky

Tau A

M87

IC443

λ Orionis

Cygnus X
Cyg A

Cygnus Loop

ρ Ophiuchi

Perseus MC

California
Cas A

3C84

North Polar 
Spur

Smoothed to 1°

Rubiño-Martín et al. (to be submitted)



QUIJOTE-MFI wide survey

QUIJOTE 11 GHz (Q)

Smoothed to 1°

Rubiño-Martín et al. (to be submitted)



0.11 mKcmb-0.11

QUIJOTE-MFI wide survey

WMAP 23 GHz (Q)

Scaled with β = -3 to 
preserve the same colour 
scale, and smoothed to 1°

Rubiño-Martín et al. (to be submitted)



QUIJOTE-MFI wide survey

QUIJOTE 11 GHz (U)

Smoothed to 1°

Rubiño-Martín et al. (to be submitted)



-0.11 0.11 mKcmb

QUIJOTE-MFI wide survey

WMAP 23 GHz (U)

Scaled with β = -3 to 
preserve the same colour 
scale, and smoothed to 1°

Rubiño-Martín et al. (to be submitted)



QUIJOTE-MFI wide survey
Pipeline, calibration and systematic effects

Pointing model

Beams radial profiles

CST beam modelling

• Amplitude calibration 
• External/global. Point sources (Tau A, Cas A)   
→ 5% accuracy 

• Internal gain modelling. Internal calibration 
diode →  <1% 

• Polarisation angle calibration 
• Tau A → accuracy of 0.5° 

• Beams and window functions 
• On-sky with bright sources (Tau A, Cas A) and 

geostationary satellites (~30-40 dB) 
• CST-simulations (agree with on-sky observations 

down o ~35 dB) 
• Pointing model 

• Bright sources (Tau A) to fit a 7-parameter model 
→ accuracy better than 1 arcmin 

• RFI and atmosphere 
• Masking 
• Mode at constant declination due to scanning 

strategy (affects l<15) 
• PCA analysis on ~2h to identify commons signal 

between horns, and remove an atmospheric 
template.

Génova-Santos, Rubiño-Martín et al. (in prep.)4.1. Data 113

Figure 4.1— Atmospheric pattern removed by the intensity maps of the QUIJOTE-MFI
wide-survey. We show one example map at the four MFI frequencies in order to illustrate the
increasing impact of the atmosphere at higher frequencies: horn 3 at 11GHz and 13GHz, and
horn 4 at 17GHz and 19GHz. For visualization purposes, the maps are smoothed to 1 degree
angular resolution.

the atmosphere when approaching the 22 GHz water vapour emission line (see
Fig. 2.9).

In the polarization data we can observe the clear transition between config-
uration 1 (periods 1 and 2) and configuration 2 (periods 5 and 6), which results
in a smaller knee frequencies of the difference of the X and Y channels. How-
ever, we can notice that, after this transition in the instrument configuration,
the polarization channel of horn 2 and 3 that had low 1/f noise in configuration
1 got worse in configuration 2. Finally, we can notice that horn 4 is the only
one that effectively has lower 1/f noise in both the correlated and uncorrelated
channels in the second configuration.

4.1.4 Atmosphere

As described in Sec. 2.5, the atmosphere is a source of 1/f noise at the MFI
frequencies, especially at 17 and 19 GHz since these channels are closer to the
water vapour emission line at ⌫ ⇠22 GHz. In order to minimize the effect of

4.1. Data 113

Figure 4.1— Atmospheric pattern removed by the intensity maps of the QUIJOTE-MFI
wide-survey. We show one example map at the four MFI frequencies in order to illustrate the
increasing impact of the atmosphere at higher frequencies: horn 3 at 11GHz and 13GHz, and
horn 4 at 17GHz and 19GHz. For visualization purposes, the maps are smoothed to 1 degree
angular resolution.

the atmosphere when approaching the 22 GHz water vapour emission line (see
Fig. 2.9).

In the polarization data we can observe the clear transition between config-
uration 1 (periods 1 and 2) and configuration 2 (periods 5 and 6), which results
in a smaller knee frequencies of the difference of the X and Y channels. How-
ever, we can notice that, after this transition in the instrument configuration,
the polarization channel of horn 2 and 3 that had low 1/f noise in configuration
1 got worse in configuration 2. Finally, we can notice that horn 4 is the only
one that effectively has lower 1/f noise in both the correlated and uncorrelated
channels in the second configuration.

4.1.4 Atmosphere

As described in Sec. 2.5, the atmosphere is a source of 1/f noise at the MFI
frequencies, especially at 17 and 19 GHz since these channels are closer to the
water vapour emission line at ⌫ ⇠22 GHz. In order to minimize the effect of

More details in https://indico.ipmu.jp/
event/380/contributions/5429/

https://indico.ipmu.jp/event/380/contributions/5429/
https://indico.ipmu.jp/event/380/contributions/5429/
https://indico.ipmu.jp/event/380/contributions/5429/


QUIJOTE-MFI wide survey
Scientific results. Polarised synchrotron (map-based)

de la Hoz et al. (to be submitted)

• Parametric component (B-SeCRET) combining QUIJOTE 11, 13 GHz, WMAP 23 and 33 GHz and Planck 30-353 GHz
6 E. de la Hoz et al.

Figure 2. Synchrotron spectral index (top row) and uncertainty maps (middle row) obtained after component separation with four
di↵erent datasets. The synchrotron emission is modelled with a power law. Bottom row: reduced �2 map obtained for each dataset.

Figure 3. Reduced �2, �2
red obtained using the MFI+K/Ka+PR4 dataset vs. the �2

red obtained using K/Ka+PR4 (left), MFI+PR4
(center) and MFI+K/Ka+PR3 (right). The color scale is related to the density of points. The red rectangle shows the �2

red within a
95% confidence region. The slope calculated in this 95% confidence region is m = 0.686± 0.004 (left column), m = 0.732± 0.003 (center
column) and m = 0.731± 0.003 (right column). The synchrotron emission is modelled with a power law.

biased in regions such as the North Polar Spur. When all data
maps are filtered this bias disappears. Thus, for this analy-
sis we have filtered all signal maps with their corresponding
FDEC function.

Another important instrumental e↵ect arises from detec-
tors having an unequal response across their bandwidth. This
issue has to be taken into account when dealing with fore-
ground components whose amplitude varies within that fre-
quency band. This e↵ect can be corrected by adding a mul-
tiplicative factor, called colour correction, to the signal that
depends on the spectral behaviour. We have used the fastcc
Python code (Genova-Santos et al. 2022) to obtain the colour

corrections of each experiment considered here. Therefore,
our model for the sky signal presented in Section 2 is cor-
rected as follows:

X⌫ =
X⌫,cmb

Ccmb(↵)
+

X⌫,s

Cs(↵)
+

X⌫,d

Cd(�d, Td)
, (9)

where X is either Q or U , Ccmb(↵) and Cs(↵) are the CMB
and synchrotron colour corrections whose spectral behaviour
is modelled as a power law with ↵ = 2 for the CMB and
↵ = �s+2 for the synchrotron. The spectral behaviour of dust
colour correction Cd is assumed to be a modified black body
and it is determined by its �d and Td parameters. The colour
correction values are updated in each MCMC iteration.

MNRAS 000, 000–000 (0000)



QUIJOTE-MFI wide survey

QUIJOTE Di↵use Component Separation 9

Figure 5. Synchrotron spectral index estimate against its uncertainty within di↵erent sky regions: QUIJOTE sky (QS) (Fig. 1); R1,
R2, R3, R4 and R5 are shown Fig. 4. The solid, dashed, and dotted lines enclose the values of �s within 1�, 2� and 3� of the mean
respectively. The study is limited to those pixels whose �2

red lies within the 95% confidence region.

Figure 6. Distribution of the synchrotron spectral index from
‘Model 4’ of Miville-Deschênes et al. (2008) and from our estima-
tion using the MFI+K/Ka+PR4 dataset.

results from the fact that the �s recovery is mainly driven
by QUIJOTE-MFI data. At high latitudes we cannot make a
reasonable comparison since our �s estimates are driven by
the prior. Also they show that DRAO data have some unex-
plained systematics and can be a↵ected by Faraday Rotation
depolarization.

Other studies, such as those presented in Vidal et al.
(2015); Fuskeland et al. (2014, 2021); Martire et al. (2021),
also find variability of the spectral index analyzing di↵erent

regions of the sky. However it is di�cult to compare the same
regions in our map, since they compute a global spectral in-
dex for large areas, while we work pixel by pixel. For example,
near the center of the Galactic plane we see a fair amount of
structure that can not be accounted in the T–T scatter plots
analyses carried out in some of the cited papers, that use
several pixels to obtain a single �s value. In that sense, the
methodology followed here is more complete given that we
perform a full component separation in each pixel, retrieving
information at smaller scales for a large fraction of the sky.

5.2 Synchrotron Running Parameter

We have also explored a synchrotron model with curva-
ture, i.e., the model presented in equation (3), using the
MFI+K/Ka+PR4 dataset. Fig. 7 shows the estimation and
uncertainty maps of the curvature parameter as well as the
�
2
red map and the cs signal to noise map.
We observe from the signal to noise map that curvature is

detected at more than 3� in the Galactic plane, in regions
where the fit is not good as it can be seen from the �

2
red

map. The uncertainty values outside the Galactic plane are
close to 0.1 which is just the spread of the prior set on cs.
This means that we do not have enough sensitivity to draw
any conclusion regarding the curvature with a pixel-based
analysis. Hopefully, joint analyses with future releases of the
Northern Celestial Hemisphere data like the second phase of
the MFI instrument and C-Bass (5 GHz) (Jones et al. 2018)
might elucidate more details on changes of the power law
spectrum.

In Fig. 8 we compare the goodness of fit using a power
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Scientific results. Polarised synchrotron (map-based)

• Significant detection of spatial variability of βs 

• <βs > = -3.08 ± 0.13 
• 2.6 times larger variability than found in 

Miville-Deschenes et al. (2008), and smaller 
mean βs 10 E. de la Hoz et al.

Figure 7. Top row: Synchrotron curvature estimate (left) and uncertainty (right) maps obtained after component separation using the
default dataset (MFI+K/Ka+PR4). The synchrotron emission is modelled using a power law with spatially varying curvature (pixel-wise).
Bottom row: reduced �2 map (left) and cs signal to noise map (right).

Figure 8. Reduced �2 calculated using a power law as a model
of the synchrotron emission vs. �2

red when the model is a power
law with spatially varying curvature. The color scale is related to
the density of points. The red rectangle shows the �2

red within a
95% confidence region. The slope at the 95% confidence region is
m = 0.9227± 0.0005.

law versus a power law with curvature as the synchrotron
model. We see that there are more points located below the
bisector. Besides, the slope 0.9227± 0.0005 calculated at the
95% confidence region, shows that, given the current data,
the power law model is slightly preferred over the power law
plus curvature model.

Furthermore, we have considered modelling the syn-

Figure 9. Synchrotron square polarized intensity (i.e., Q2 + U2)
normalized by its uncertainty at 30 GHz.

Table 2. Estimated values of the curvature and its uncertainty
obtained assuming the curvature is uniform within the region.

Region fsky (%) cRs �cRs

���cRs
��� /�cRs

RC1 45.48 -0.0797 0.0012 63.75
RC2 5.93 -0.2768 0.0017 161.57
Haze 0.94 0.041 0.010 4.23

North bubble 0.63 -0.083 0.007 11.43

chrotron emission with a power law with uniform curvature.
We have assumed a constant cs in four regions: RC1, RC2,
and the Haze and North bubble (Fig. 10). The curvature val-
ues recovered are shown in Table 2. RC1 encompass all the
pixels whose �

2
red is within 95% confidence region. RC2 is

composed of the RC1 pixels that also satisfy that the nor-
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• The inclusion of QUIJOTE data reduces significantly the 
uncertainties on βs 

• Detection of synchrotron curvature on the Galactic plane: 
• >3σ in some regions of the Galactic plane 
• cs = -0.0797 ± 0.0012 (when cs is assumed to be 

constant on the sky)
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Figure 3. (a): Comparison of the significance of the AME detection fAME obtained with our analysis and in Planck Collaboration et al. (2014a). (b):
Comparison of the emission measure ⇢" . (c): Comparison of the AME flux density at 28.4 GHz. (d): Comparison of the AME peak frequency. Our analysis
include the QUÒOTE-MFI data. The data shown in red correspond to the sources for which the significance of the AME detection is higher in the analysis
provided by Planck Collaboration et al. (2014a) than in our analysis.

5.2 Ultra-Compact HII regions (UCHII)

Ultra-Compact HII regions (UCHII) with EM & 107 cm�6pc are
expected to produce optically thick free-free emission up to 10
GHz or higher (Kurtz 2002, 2005). To take into account possible
contamination of our sample by emission from arcsec resolution
point sources (Wood & Churchwell 1989a) that would are not be
AME in nature we follow the method used in Planck Collaboration
et al. (2014a). For this we classify all the IRAS points sources
retrieved from the IRAS Point Source Catalog (PSC)4 that lie in the
2� diameter circular apertures of our sample as a function of their
colour-colour index. The results are displayed in Figure 6. The PSC
UCHII potential candidates tend to have ratios log10 ((60/(12 �
1.30 and log10 ((25/(12) � 0.57(Wood & Churchwell 1989b). They
are identified accordingly. Kurtz et al. (1994) measured the ratio
of 100 `m to 2 cm (15 GHz) flux densities and found it lies in the
range 1000–400000, with no UCHII regions having (100`</(2cm <
1000. Following Planck Collaboration et al. (2014a) we use this
relation to put limits on the 15 GHz maximum flux densities that
could be emitted by candidate UCHII regions encountered in the
apertures used for measuring the flux densities of our sample of

4 See the link to the IRAS Faint Source Catalog, Ver-
sion 2.0 in the HEASARC Catalog Resources Index,
https://heasarc.gsfc.nasa.gov/W3Browse/iras/iraspsc.html

sources. The fluxes at 100 `m of the PSC sources are summed up
toward each aperture then divided by 1000 to get an estimate of the
the maximum UCHII flux density, (UCHII

max , toward each candidate
AME source. From the multicomponent fits, the fluxes at 15 GHz (or
2 cm) are calculated and compared to these maximum UCHII flux
densities. The distribution is shown in Figure 7 where the maximum
UCHII flux densities are plotted against the 15 GHz flux densities
obtained with our analysis. If a candidate AME source detected to
more than 5f has a flux density higher than 25% the maximum
UCHII flux density then it is re-classified as “semi-significant”.

5.3 Robustness and validation

The significance of AME detection, defined by parameter fAME,
discussed in section 5.1 is an important indicator reflecting the abil-
ity of our analysis to detect and fit any anomalous bump of emission
observed in the frequency range 10–60 GHz; whether such a bump
is potentially dominated by UCHII regions, or not (Section 5.2). The
significance of AME detection obtained on each source, though, is
also dependent of the overall accuracy of the multicomponents fit
obtained over the full frequency spectrum considered in the analy-
sis. Despite the inclusion of additional information provided by the
QUÒOTE maps our analysis follows the conservative approach of
Planck Collaboration et al. (2014a) and a synchrotron component is
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Figure 19. AME emissivity against AME significance. The “significant”
AME detection sample is shown with red square symbols. The “semi-
significant” AME detection sample is shown with blue triangle symbols.

Figure 20. Variations of the AME emissivity with the relative strength of
the ISRF, ⌧0. The “significant” AME detection sample is shown with red
square symbols. The “semi-significant” AME detection sample is shown
with blue triangle symbols. Power-law fits are plotted with red (“significant”
AME detection sample), blue (“semi-significant” AME detection sample)
and black (full sample) lines.

7 DISCUSSION

7.1 Does AME originate from the Cold ISM Phase ?

In the last sections we searched for correlations between some of
the parameters obtained from the multicomponent fits of the AME
component and ISM tracers including the flux densities obtained at
12 `m, 25 `m, 60 `m and 100 `m. Interestingly, we find that the
flux densities obtained at the peak frequency of the AME bumps
show strong correlation factors (like the SRRCs) with the flux den-
sities at 100 `m, 60 `m and 25 `m, with a small loss of correlation
with the flux densities at 12 `m. On the other hand, once these four
flux densities tracers are divided by the relative strength of the ISRF,
⌧0, the correlations with �AME are found to be about ten to twenty

Figure 21. Free-free Emission Measure (⇢" ) parameter as a function of the
relative strength of the ISRF, ⌧0. The “significant” AME detection sample
is shown with red square symbols. The “semi-significant” AME detection
sample is shown with blue triangle symbols.

percent lower. These results tend to discard tiny dust particules
(PAHs or VSGs in nature) as AME carriers, unless such particles
are sensitive to the relative strength of the ISRF. For that reason
we explored in more detail possible relationships between the AME
component parameters, with dust modeling parameters, with ⌧0,
as well as with the free-free component parameters. Table 5 gives
a summary of some of the most relevant SRCCs obtained from the
previous analysis with this respect. They could help to shed light
on some existing physical relationships between the astrophysical
components.

From the components separation analysis of the sample of 39
good candidate AME sources the strongest correlation is found be-
tween the maximum flux densities of the thermal dust, (TD,peak, and
of the AME components, �AME. A good correlation is also found
between �AME and the free-free Emission Measure, ⇢" , as well
as between the AME emissivity, �AME/g250, and the interstellar
radiation field relative strength, ⌧0. One the other hand no correla-
tion is found between the �AME/g250 and ⇢" , and neither between
the AME peak frequency, aAME, and ⌧0. As discussed in the previ-
ous section the correlation observed between �AME and ⇢" comes
from a selection e�ect at the component separation level due to 10%
uncertainties on the fluxes used to derive theses components. On
the other hand the correlations found between �AME and (TD,peak
is expected to be true since these two components are associated to
distinct wavelength ranges with poor overlap between each other.
Since there is a null correlation between �AME/g250 and ⇢" , this
means that �AME/g250, which also correlates with the dust grain
emissivity, (TD,peak/g250, is rather driven by ⌧0, which in turn is
a function of the thermal dust temperature approximated by )dust
obtained from the modeling. In other words the interstellar radiation
field still could be the main driver of the AME toward spinning dust
excitation mechanisms, but the spinning dust would be mainly asso-
ciated to cold phases of the ISM rather than to hot phases associated
to free-free radiation.
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Figure 17. Maximum AME flux density versus maximum thermal dust flux
density. The “significant” AME detection sample is shown with red square
symbols. The “semi-significant” AME detection sample is shown with blue
triangle symbols.

Figure 20. Since we derived the relative strength of the ISRF, ⌧0,
by using the thermal dust grain temperature, )dust, obtained from
the SED grey body fits, and by assuming a maximum and constant
thermal dust emissivity, Vdust = 2, the SRRCs obtained between
the �AME/g250 and ⌧0 parameter distributions and between the
�AME/g250 and )dust parameter distributions are by construction
identical. Similarly, the introduction of the SEDs fit estimates of
Vdust in the calculation of ⌧0 only change SRCCs values by less
than one percent. This means that the AME flux densities obtained
at the peak frequency are mainly correlated with the combination of
the dust optical depth, g250, and the thermal dust temperature )dust
parameters. This result is in agreement with the strong correlation
obtained between the AME peak flux densities and g250, and with
the 100`m thermal dust fluxes discussed in the previous section.

In the above we have considered that a good proxy of the
relative strength of the ISRF is given by ⌧0 which is a function
of the thermal dust temperature )dust. The emission measure ⇢"
is another interesting parameter associated to hot phases of the
ISM, i.e. ionized regions. In our sample one can expect electron
temperatures lying in the range [5890 � 7300] K as from the PLA
electron temperature map provided byPlanck Collaboration et al.
(2016c). Inside molecular clouds the ionized regions produced by
stellar radiation are expected to represent a fraction of the whole
volume associated to the clouds. Not all the sources displayed in
Table 2 are only molecular cloud regions in nature but they all
have thermal dust along their LOS, which is a component strongly
correlated with the AME component. In this context we show in
Figure 21 the distribution of the free-free Emission Measure (⇢")
parameter as a function of⌧0. The plot show only a poor correlation
between the two parameters in agreement with the SRRC of the two
parameters of the selected sample of order 27% ± 8%. This lack of
correlation means that the AME emissivity does not correlate with
the ⇢" free-free emission parameter at Galactic scale.

6.5 Free-Free correlations

In our study the ⇢" of the free-free does not correlate with the
AME emissivity estimated by, �AME/g250. On the other hand a

Figure 18. Top: AME flux density at peak frequency, �AME as a function
of the thermal dust radiance, <td. Bottom: AME radiance, <AME, as a
function of thermal dust radiance, <td. The “significant” AME detection
sample is shown with red square symbols. The “semi-significant” AME
detection sample is shown with blue triangle symbols.

correlation is observed between the amplitude of the AME at the
peak frequency, �AME with ⇢" . This is shown on the plot dis-
played at the top in Figure 22 and the SRRC between the two
parameter is at the level of 66%. Since a strong correlation is ob-
served between �AME and the emission of the thermal dust at the
peak frequency, (TD,PEAK, this also means that a correlation can be
expected between ⇢" and, (TD,PEAK. This what is shown in the
plot displayed in Figure 22, bottom. In that case the SRRC between
the two parameters of the selected dataset is at the level of 72%.

In order to better understand the nature of these correlations
we show in Figure 23, the distribution of �AME as a function of
the flux density of the free-free at aAME. The one-to-one relation is
displayed by the full line while the one-to-ten relation is shown with
the dashed line. The lack of data below the dashed-line is in line with
the flux uncertainties of order 10%. This suggests the correlation
to be due to a selection e�ect where the AME component is not
detected in free-free dominated regions. This is related to the free-
free versus AME degeneracy that is seen when using a Monte Carlo
simulations to analyse a source spectrum (e.g. Vidal et al. 2011).
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• Systematic study of 54 AME regions (including 
targets from Planck Intermediate Results XV 2014) 

• Study of AME parameters in an statistical way

QUIJOTE-MFI improves the 
separation between AME and 

free-free leading to more AME

Clear correlation (90%) between 
AME/τdust and radiation field G0 

- seen in Tibbs et al. (2011, 
2012) and in PIR XV (2014)

Clear correlation between the 
AME and the thermal dust peak 

amplitudes
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Fernández-Torreiro et al. (in prep.)

• Extension of the previous work to the full Galactic plane (|b|<10°) 
• Detection of spatial variation of AME spectral properties along the Galactic plane

Scientific results. AME characterisation
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Herranz et al. (to be submitted)

QUIJOTE MFI wide survey radio sources 13

Figure 9. Di�erential source number counts (blue dots) for the MHW2 blind sample at 11, 13, 17 and 19 GHz. Only sources with � � 4.5 and outside the
Galactic mask have been used for this plot. As a comparison, the predicted radio source number counts from the de Zotti et al. (2005) model are also plotted
(continuous orange line).

the de Zotti et al. (2005) models is remarkably good and indicates a
4.5� completeness limit ⇠ 1.8 Jy. At 17 and 19 GHz the agreement
with the de Zotti et al. (2005) model is also reasonably good, but
one must take into account that the number of 4.5� sources outside
the Galactic mask at these frequencies is too low to give reliable
statistics. The number of sources used for the plots in Figure 9 are
67, 70, 21 and 13 for 11, 13, 17 and 19 GHz respectively.

6.2 Spectral indexes in temperature

The distribution of spectral indices10 is shown in Figure 10. We have
considered the spectral indices only for sources detected above the
3� level in all the frequencies simultaneously, which corresponds to
67 sources. This means that only bright sources, S � 1 Jy at 11 GHz,

10 Here we follow the convention S(⌫) / ⌫↵ , with S(⌫) the observed flux
density at frequency ⌫ and ↵ the spectral index.

are studied in Figure 10. In principle, we can distinguish between
Galactic and extragalatic sources depending on if they are inside or
outside the masked area of the GAL40 Galactic mask, respectively.
The GAL40 mask is more restrictive than the GAL70 mask used in
the previous section and therefore more likely to separate between
Galactic and extragalactic sources. In Figure 10, we present the
histogram and the total PDF of each sub-sample, which are com-
posed of 56 Galactic (blue colors) and 11 extragalactic (red colors)
sources, respectively. The extragalactic sample appears to follow a
bimodal distribution with a majority of flat (↵ � �0.5) radio sources
and a small portion of steep radio sources (only one source). If we
define flat spectrum sources as those with spectral index ↵ > �0.5
and steep spectrum sources as those with ↵  �0.5, as in de Zotti
et al. (2005), we can integrate the PDF of extragalactic sample, be-
tween �1 and -0.5, to find that 15.2% are steep spectrum sources.
This result is near to the ⇠ 20% of steep spectrum radio sources
above 1.5 Jy at 11 GHz predicted by the de Zotti et al. (2005) model,
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Figure 10. Spectral index distribution of sources in the extragalactic (red
colors) and the Galactic (blue colors) sample. Extragalactic sources are
located in the sky region observed by the Planck GAL040 Galactic mask
(outside masked area), while the Galactic sources are in the complementary
area (inside masked area). For each sample, the normalized histogram and
the total PDFs (dashed lines) are shown. The gray dotted line establishes the
↵ = -0.5 limit used to separate flat (↵ > -0.5) and steep (↵  -0.5) spectrum
sources.

but we must remark that our sample size is very limited (only eleven
sources satisfy the strict criteria we have imposed to be catalogued
as extragalactic source).

6.3 Polarimetric properties

We have obtained polarization measurements with statistical sig-
nificance level (s.l.) � 99.99% (see López-Caniego et al. 2009, for
details) for (17, 15, 10, 9) sources at (11, 13, 17, 19) GHz in our main
sample. For the extended sample, we have found (21, 18, 21, 14)
99.99% s.l. sources at (11, 13, 17, 19) GHz. We provide I, Q, P and
polarization angle and their associated estimated errors for these
sources, as well as for the rest of the catalogue, but we remind that
a high statistical significance level of the detection does not neces-
sarily mean a small error in the photometric parameters. As seen
in section 5.2, MFI noise levels make it di�cult to estimate the
polarization angle of all but the brightest polarized sources. For this
reason we do not attempt to extract information about the rotation
measurement (RM) from this catalogue.

We have calculated the polarization fraction of the 99.99%
s.l. sources in our main sample. Figure 11 show the density dis-
tribution of polarization fractions, assuming Gaussian errors11, of
the polarization fraction of the 99.99% s.l. sources in the main
sample. Vertical lines indicate the median polarization fraction,
which is (3.22, 4.66, 2.78, 3.70) % at (11, 13, 17, 19) GHz. These
values are between median values reported in the literature for ra-
dio flat sources (Sajina et al. 2011; Puglisi et al. 2018) and radio
steep sources (Murphy et al. 2010; Sajina et al. 2011; Puglisi et al.

11 The distribution of errors of ⇧ ⌘ P̂/Î is not Gaussian, since P̂ is not
normally distributed. However, it is reasonable to assume that Î errors are
Gaussian, and the Central Limit Theorem indicates that errors in ⇧ should
be somewhat Gaussianized.

2018) below ⌫ < 20 GHz. The subsamples used for the calcu-
lation of the polarization fraction contain from 14% at 13 GHz
to 0% at 17 and 19 GHz radio steep sources (defining as steep
sources those with spectral index ↵  �0.5). The same study for
the extended sample gives significantly higher median polarization
fractions: ⇧med = (27.25, 33.62, 28.74, 26.98)% at (11, 13, 17, 19)
GHz. The subsample of the extended catalogue used for the calcu-
lation of these polarization fractions is clearly dominated by steep
sources (from a minimum value of 61% steep sources found at 13
GHz to a maximum value of 85.7% steep sources at 17 GHz). The
high polarization fractions found for this subsample suggest that we
may be overestimating the polarized flux density of the extended
catalogue sources either due to insu�cient debiasing (10) or to
Eddington bias, even for high significance sources.

7 VARIABILITY STUDY

QUIJOTE-MFI data span a period of 6 years, between November
2012 and August 2018, which allow for variability studies. These
data have been separated in six di�erent periods, with variable
duration (2 to 22 months) and which are calibrated independently
(see Rubiño-Martín et al. (2021) and Génova-Santos et al. (2021)
for details). The observations leading to the Wide Survey, on which
this article is based, were taken during periods 1, 2, 5 and 6. We
have computed flux densities, in total intensity, for the point sources
studied in this article that are detected with S/N > 5 at 11 GHz,
in the QUIJOTE-MFI maps corresponding to these four periods, to
identify variable sources (in time scales of & 6 months).

Flux densities extracted from horns 2 and 4 are combined us-
ing appropriate weights (Rubiño-Martín et al. 2021) into one single
measurement, at both 16.8 GHz and 18.8 GHz. While usually errors
associated with our flux density estimate account both for instrument
noise and background fluctuations, it must be taken into account that
when comparing flux densities in di�erent periods the latter com-
ponent will be fully correlated, and therefore the significance of the
variability should be assessed accounting for the instrument noise
only. Our error bar estimate is based on fitting residuals performed
on individual-period maps to which we subtract the full map, in
order to e�ectively remove the contribution from background fluc-
tuations around the source. Owing to the QUIJOTE-MFI scanning
strategy and data flagging (Rubiño-Martín et al. 2021), the e�ective
observing date varies across the sky. For each source we calculate
an “e�ective observing date” as the weighted average of all the dates
in which the source has crossed the telescope main beam (using the
same weights that were used to weigh all the data lying in the same
pixel when producing the final maps).

Figure 12 shows 11.1 GHz maps for the four periods, of three
di�erent sources. Variability is hinted at by eye in these maps. It is
apparent also that the map of period six is the most sensitive thanks
to having more data (22 months). For a better visualisation of the
variability trends, in Figure 13 we plot flux densities versus e�ective
observing date for all four frequencies. Similar variability trends are
observed for the four frequencies, despite the lowest sensitivity of
the two higher-frequency bands due to atmospheric contamination.
It must be noted though that the noise in the two frequency pairs
(11.1 and 12.9 GHz on the one hand, and 16.8 and 18.8 GHz
on the other hand) is correlated to some extent, and then those
measurements cannot be considered as independent (although the
lower and higher-frequency measurements are). These variability
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• Systematic study of a catalogue of 782 sources in the QUIJOTE wide-survey maps 
• Completness limit at 11 GHz ~1.8 Jy 
• Study of polarisation properties of ~35 sources <Π> = [2.8,4.7] % 
• Blind variability search → 7 variable sources, with 3 being strongly variable 

Variability of 3C454.3 in the four-period maps

Source-count at 11 GHz

Spectral index 
histogram



Conclusions

• QUIJOTE T1 + MFI (10-20 GHz): 2012-2018 
• Wide survey (Full Northern sky, ∼29,000 deg2, 11,000 h) completed 
• Four maps at 11, 13, 17 and 19 GHz, with σQ,U ∼ 35-40 µK/deg 
• 13 papers describing main scientific results, 6 to be submitted in ~1-2 months 
• Maps to be released after the acceptance of these 6 paper ⇒ legacy value (LiteBIRD) 
• Implications for foreground studies of QUIJOTE MFI data 

• Synchrotron. Spatial variability of βs. Curvature. Dust-synchrotron correlation ~20% 
• AME. Improved modelling (better AME/free-free separation). Polarisation 

constraints (ΠAME<0.22%)

• CMB observations over the last ~25 years have allowed to consolidate the ΛCDM 
model 

• Excellent agreement with other observables (LSS, SNIa) ⇒ concordance model 
• Planck-satellite measured TT anisotropies to cosmic-variance limit 
• Next frontier in CMB research is the detection of B-mode anisotropy from cosmic 

inflation 
• Requieres extremely high sensitivities and control of systematics 
• Exquisite control of Galactic foregrounds


