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Figure 1: Representation of HERD, (a) on CSS along with (b) an exploded view of the various sub-detectors in its most advanced design [3, 4].

vide energy calibration of nuclei in the TeV region, a Transition
Radiation Detector (TRD) is placed on one of HERD’s lateral
faces. Consequently, an order of magnitude upgrade in accep-
tance can be obtained by a novel design with advanced detector60

techniques fulfilling all physics requirements, while maintain-
ing a manageable payload for a space mission.

HERD (as illustrated in Fig. 1) will be installed on-board
the CSS around 2027, following a Low–Earth Orbit (LEO) at
an altitude of approximately 400 km and an inclination angle65

of 42�. The projected placement of the instrument on the CSS,
will ensure a FOV of ± 70�, while the total payload will not
exceed 4 tons in mass.

2.1. Calorimeter (CALO)

A 3�D cubic imaging calorimeter (CALO) is situated at the70

center of HERD’s payload [5]. The full detector in its cur-
rent state comprises 7500 LYSO crystals of 3⇥3⇥3 cm3 cubes
with a radiation length of approximately 1,14 cm (⇠2.6 X0) and
1.4 Molière radius, per crystal). Consequently, an integrated
calorimeter of 55 X0 and 3 �I (radiation and nuclear interaction75

lengths respectively) is constructed, being one of the largest
and technically optimized calorimeters to be sent to space.
A small crystal in size is advantageous when detailed infor-
mation regarding the shower development is needed, amount-
ing to enhanced discrimination power between electromagnetic80

and hadronic shower topologies. Moreover, with an increased
light yield, fast decay time and short nuclear interaction length,
LYSO crystals are an exceptional choice for space–borne appli-
cations.

Impinging particles on the CALO give rise to electromag-85

netic or hadronic showers that lead to the emission of scin-
tillation photons. Said photons are accurately detected by a
”dual-readout” system: the first part concerning Wavelength
Shifting Fibers (WLSF) coupled to image Intensified scientific
CMOS (IsCMOS) cameras, with the second including photodi-90

odes (PD) connected to custom front-end electronic chips. The
readout redundancy provides a robust cross-calibration of the
entire system and an important reduction of systematic uncer-
tainties concerning energy measurements of TeV–PeV protons
and nuclei.95

2.2. Fiber Tracker (FIT)

The scintillating Fiber Tracker (FIT) [6] covers the CALO
and serves as track reconstruction of charged particles while in-
ducing the conversion of gamma rays to electron/positron pairs.
Various FIT performance aspects are evaluated focusing on its100

angular resolution, geometrical acceptance and conversion e�-
ciency, while maintaining its mechanical robustness, in accor-
dance with the space station requirements.

The current FIT design, comprises 5 tracking sectors, con-
taining 7 tracking planes guaranteeing an equal number of in-105

dependent measurements of the traversing particle interaction
point. Subsequently, each plane includes two interleaved layers
of modules measuring the two orthogonal spatial coordinates.
Tracking planes on the top side are instrumented with 10 FIT
modules on both X and Y layers, while 6 and 10 FIT modules110

are installed on the X and Y layer respectively, regarding the
side sector. Finally, a single module consists of a scintillating
fiber mat and three silicon photomultiplier (SiPM) arrays.

Tracking performance studies carried out at CERN SPS with
the primary proton beam (400 GeV/c), led to an estimated mea-115

surement of the detector spatial resolution at 45 µm with a mean
single hit detection e�ciency at 99.6%. Further detector opti-
mization and space qualification tests are ongoing with prelim-
inary results confirming the mechanical robustness of the vari-
ous FIT components.120

2.3. Plastic Scintillator Detector (PSD)

The PSD [7, 8] envelops both CALO and FIT sub-detectors
and will serve an anti–coincidence (discriminating incident
photons from charged particles), while providing an essential
charge measurement of incoming cosmic–ray nuclei in a range125

of Z = 1 � 26. Thin and light materials (i.e., organic scintilla-
tors) can be an optimal choice for this task with features such
as low density and good radiation hardness, while being a↵ord-
able and available in mass production. Silicon photomultipliers
(SiPMs) will be the scintillator readout of choice, due to recent130

technological advancements exhibiting: fast signal detection;
sensitivity to low light yields; decreased power consumption
and robustness. The above-stated features delineate the practi-
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• Launched in Dec 2015

• Orbit: sun-synchronous, 500 km

• Period: 95 min

• Payload: 1.4 Tonn 

• Power: ~ 400 W 
• Data: ~ 12 GByte / day
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BGO 
• 31 X0 — thickest in space

• e/γ detection up to 10 TeV 
• p/ions up to 50 GeV — 500 TeV


STK 
• Position solution  ~50 micron

• γ angular resolution  0.5°—0.1° (GeV— TeV) 

• Absolute Charge (Z) identification


PSD 
• Z identification up to Ni (Z=28)

• γ anti-coincidence signal


NUD 
• Additional e/p rejection capability

Tykhonov Part B2 PeVSPACE

PSD: double layer 
of scintillating strip 
detector acting as 
ACD 

STK: 6 tracking double layer 
+ 3 mm tungsten plates. 

Used for particle track and 
photon conversion 

BGO: the calorimeter  made of 308 BGO 
bars in hodoscopic arrangement (~31 
radiation length). Performs both energy 
measurements and trigger 

NUD: it’s complementary to the BGO by 
measuring the thermal neutron shower 

activity. Made up of boron-doped plastic 
scintillator 

 γ 

The	detector	
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Figure 1: Schematic view of DAMPE (left) and HERD (right) detectors.

The present proposal can be logically grouped in work packages:

1. Particle track pattern recognition and reconstruction using machine learning (ML) techniques.

2. Electron/proton (e/p) discrimination using the Deep-Neural-Net (DNN) or a similar approach.

3. Tuning of hadronic MC models with DAMPE data.

4. Applying the developed techniques to the DAMPE data analysis and HERD performance assessment.

Below in this section the DAMPE and HERD missions are briefly introduced. Then the current status of
the field is described in detail, in the connection with the outlined work packages of the proposal. The section
is concluded with the list of objectives and the deliverables associated to these objectives.

The DAMPE (DArk Matter Particle Explorer) detector was developed by an international collaboration
formed by Chinese, Swiss and Italian institutes [12]. It was successfully launched in space in December 2015
and operates smoothly since then. The group of University of Geneva (hereafter UniGe), of which I am a
leading member, has proposed and developed the Silicon–Tungsten tracKer–converter (STK) sub-detector of
DAMPE [13]. I am personally responsible for tracking software, CR data analysis and MC simulations. With a
relatively large acceptance, DAMPE features a deep highly-granular calorimeter of about 31 radiation lengths.
It provides a unique opportunity to probe CRE and gamma-rays between few GeV and 10 TeV with an un-
precedented energy resolution of about 1% (above 100 GeV) and CR proton/nuclei in the kinetic energy range
between 10 GeV and 100 TeV with the best available energy resolution (around 20% at 1 TeV). There are in
total four sub-detectors in DAMPE, as shown in Figure 1 left, from top to bottom:

• Plastic Scintillator Detector (PSD) for charge identification and for providing veto signal for the photon
discrimination.

• Silicon–Tungsten tracKer–converter (STK) for gamma-ray direction identification and for CR trajectory
and charge reconstruction and identification.

• BGO calorimeter for precise energy measurement and e/p discrimination;

• Neutron Detector (NUD) for improving the e/p discrimination.

HERD is the next generation spaceborne instrument with a thicker calorimeter of about 55 radiation lengths and
one order of magnitude higher acceptance compared to DAMPE. UniGe group is one of the leading contributors
to the HERD R&D program. In the core of HERD design is the 3D imaging LYSO calorimeter, consisting of
almost 10k cubic crystals of 3 cm3 each, as shown in Figure 1 right. The tracker detectors will be installed
on five out of six sides of HERD. This unique 3D arrangement allows to detect particles coming from five
directions, while in conventional detectors only one direction (from the top) is admitted.

Tracker sub-detectors of DAMPE and HERD include thin tungsten layers to enhance photon conversions
into electron-positron pairs. Therefore, CR and gamma-rays at high energies tend to pre-shower before the
calorimeter, creating a large hit multiplicity in the tracker. Moreover, the back-splash of secondary particles
from calorimeter severely deteriorates the picture, creating tens of thousands noise hits, as illustrated in Fig-
ure 2. As can be seen from the figure, only a small fraction of events have clean topology in the tracker.
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Calorimeter (BGO) Neutron Detector 
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DAMPE is the first 
to directly 

observe the 
spectral break

First results
e+ + e- flux measurement Flux is usually scaled by E3 to see 

the features in the spectrum

Nature, 552, 63–66 (2017)

Electrons (+ positrons) 
• Direct observation of spectral break

Protons 
• First direct measurement up to 100 TeV

• Reveals new spectral feature at ~13 TeV
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Figure 2: Proton spectrum from 40 GeV to 100 TeV measured with DAMPE (red filled dots). The
red error bars show the statistical uncertainties, the inner shaded band shows the estimated systematic
uncertainties due to the analysis procedure, and the outer band shows the total systematic uncertainties
including also those from the hadronic models. The other direct measurements by PAMELA (10) (green
stars), AMS-02 (11) (blue squares), ATIC-2 (7) (cyan diamonds), CREAM I+III (16) (magenta circles),
and NUCLEON KLEM (17) are shown for comparison. For the PAMELA data, a �3.2% correction of
the absolute fluxes has been included (43, 44). The error bars of PAMELA and AMS-02 data include
both statistical and systematic uncertainties added in quadrature. For ATIC, CREAM, and NUCLEON
data only statistical uncertainties are shown.
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Science Adv. 5 (9) eaax3793 (2019)
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Also solar physics with e+ + e-, see Astro.J.Lett. 920 (2021) 2, L43

Too low for the proton “knee” 
Spectral features at 0.X PeV?

Cosmic Rays (CR) @ DAMPE
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There are several sources of systematic uncertainties of
the measurements. For the event selections, we used the
differences between the flight data and the MC simulations
for control samples to evaluate the systematic uncertainties.
The results turn out to be about ∼4% for the HETefficiency
(σHET), ∼0.5% for the track selection efficiency (σtrack),
∼3.5% for the charge selection efficiency (σcharge). We
reweighted the spectrum of the MC simulations with
spectral index changing from 2.0 to 3.0, and found that
the helium fluxes changed by ≲1%. The analysis using
energy measurements with 14 layers of the BGO calorim-
eter led to ≲1% differences from the results presented here.
These two were combined together to give systematic
uncertainties from the spectral unfolding, σunf . The
3He=4He isotope ratio, which mainly affects the calculation

of the average number of nucleons, was estimated to
contribute to about 0.2% (σiso) of the fluxes at low energies
(∼100 GeV) and even smaller at higher energies via
varying the ratio by !5% which is conservative according
to the AMS-02 measurements [26]. We also estimated the
effect of background subtraction through varying the PSD
charge selection of Eq. (1) by !5%, and found that the
results differed by about 1%–1.5% (σbkg). The total
systematic uncertainty from the analysis was given by
the quadrature sum of the above uncertainties, which was
about 5.6%. The absolute energy scale of the measurement,
whose uncertainty was estimated to be ∼1.3% based on the
geomagnetic cutoff of e! [39], would result in a global but
tiny shift of the spectrum, and was not included in the total
systematic uncertainty. Different analyses obtained consis-
tent results within the uncertainties.
The largest systematic uncertainty comes from the

hadronic interaction models. In this work we used the
differences between the results based on the GEANT4 and
FLUKA simulations as the hadronic model systematic
uncertainties, which turned out to be about 12%–15%
for incident energies above 300 GeV. At lower energies, we
used the test beam data of helium with kinetic energies
40 GeV=n and 75 GeV=n [25] to estimate the efficiencies
and energy deposit ratios, and obtained the flux differences
between the test beam data and simulation data of ∼13%.
Thus the systematic uncertainties from the hadronic model
below 300 GeV were estimated as 13%. The statistical and
systematic uncertainties for different incident energies are
summarized in Fig. S8 of the Supplemental Material [33].
From Fig. 3 we can observe that the helium spectrum

experiences a hardening at ∼TeV energies and then shows a
softening around ∼30 TeV. The spectral fitting (see the
Supplemental Material [33]) gave a significance of the
hardening of 24.6σ, and a hardening energy of
ð1.25þ0.15

−0.12Þ TeV. What is more interesting is the softening
feature which is clearly shown in the DAMPE spectrum. A
possible softening of the spectrum was reported by pre-
vious measurements [3,9], but the limited statistics and the
large systematic uncertainties prevented a conclusion on
this specific point. The significance of the softening from
the DAMPE measurements is about 4.3σ. The softening
energy is found to be 34.4þ6.7

−9.8 TeV, with a spectral change
Δγ ¼ −0.51þ0.18

−0.20 . Together with the softening energy of the
DAMPE proton spectrum, 13.6þ4.1

−4.8 TeV [7], the results are
consistent with a charge-dependent softening energy of
protons and helium nuclei, although a mass-dependent
softening cannot be excluded by current data.
Summary.—The GCR helium spectrum from 70 GeV to

80 TeV is measured with 4.5 years of the DAMPE data. We
confirm the hardening feature of the helium spectrum
reported by previous experiments. The hardening is smooth
with a hardening energy of ∼1.3 TeV. The DAMPE data
further reveals a softening feature at ∼34 TeV with a high
significance of 4.3σ. Combined with the proton spectrum,
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FIG. 3. Helium spectrum weighted by E2.6 (top panel) mea-
sured by DAMPE. In the bottom panel, we compare the DAMPE
spectrum (converted to kinetic energy per nucleon assuming the
AMS-02 measured 3He=4He isotope ratio [26]) with previous
measurements by PAMELA [4], AMS-02 [6], CREAM-III [3],
ATIC-2 [2], and NUCLEON (KLEM) [9]. Error bars of the
DAMPE data show the statistical uncertainties. The inner and
outer shaded bands denote the systematic uncertainties from the
analysis (σana) and the total systematic uncertainties including
those from hadronic models ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ana þ σ2had

p
Þ. For the PAMELA

and AMS-02 results, the error bars contain both the statistical and
systematic uncertainties added in quadrature. For the other
measurements, only the statistical uncertainties are shown.
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He 
• Indication of Z-dependent 

acceleration source of CR ?

Alemanno et. al. PRL 126, 201102 (2021)

B/C ratio 
• CR propagation at TeV ?
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High Energy Radiation Detector (HERD)

Next-gen Calorimetric                
detector in Space 
• 5-side tracking & absolute charge ID

• 3D imaging LYSO calorimeter

• Target size ~ 55X0, 3λi

• On board CSS ~ 2027
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Meeting on Advanced Detectors (2022)
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Figure 1: Representation of HERD, (a) on CSS along with (b) an exploded view of the various sub-detectors in its most advanced design [3, 4].

vide energy calibration of nuclei in the TeV region, a Transition
Radiation Detector (TRD) is placed on one of HERD’s lateral
faces. Consequently, an order of magnitude upgrade in accep-
tance can be obtained by a novel design with advanced detector60

techniques fulfilling all physics requirements, while maintain-
ing a manageable payload for a space mission.

HERD (as illustrated in Fig. 1) will be installed on-board
the CSS around 2027, following a Low–Earth Orbit (LEO) at
an altitude of approximately 400 km and an inclination angle65

of 42�. The projected placement of the instrument on the CSS,
will ensure a FOV of ± 70�, while the total payload will not
exceed 4 tons in mass.

2.1. Calorimeter (CALO)

A 3�D cubic imaging calorimeter (CALO) is situated at the70

center of HERD’s payload [5]. The full detector in its cur-
rent state comprises 7500 LYSO crystals of 3⇥3⇥3 cm3 cubes
with a radiation length of approximately 1,14 cm (⇠2.6 X0) and
1.4 Molière radius, per crystal). Consequently, an integrated
calorimeter of 55 X0 and 3 �I (radiation and nuclear interaction75

lengths respectively) is constructed, being one of the largest
and technically optimized calorimeters to be sent to space.
A small crystal in size is advantageous when detailed infor-
mation regarding the shower development is needed, amount-
ing to enhanced discrimination power between electromagnetic80

and hadronic shower topologies. Moreover, with an increased
light yield, fast decay time and short nuclear interaction length,
LYSO crystals are an exceptional choice for space–borne appli-
cations.

Impinging particles on the CALO give rise to electromag-85

netic or hadronic showers that lead to the emission of scin-
tillation photons. Said photons are accurately detected by a
”dual-readout” system: the first part concerning Wavelength
Shifting Fibers (WLSF) coupled to image Intensified scientific
CMOS (IsCMOS) cameras, with the second including photodi-90

odes (PD) connected to custom front-end electronic chips. The
readout redundancy provides a robust cross-calibration of the
entire system and an important reduction of systematic uncer-
tainties concerning energy measurements of TeV–PeV protons
and nuclei.95

2.2. Fiber Tracker (FIT)

The scintillating Fiber Tracker (FIT) [6] covers the CALO
and serves as track reconstruction of charged particles while in-
ducing the conversion of gamma rays to electron/positron pairs.
Various FIT performance aspects are evaluated focusing on its100

angular resolution, geometrical acceptance and conversion e�-
ciency, while maintaining its mechanical robustness, in accor-
dance with the space station requirements.

The current FIT design, comprises 5 tracking sectors, con-
taining 7 tracking planes guaranteeing an equal number of in-105

dependent measurements of the traversing particle interaction
point. Subsequently, each plane includes two interleaved layers
of modules measuring the two orthogonal spatial coordinates.
Tracking planes on the top side are instrumented with 10 FIT
modules on both X and Y layers, while 6 and 10 FIT modules110

are installed on the X and Y layer respectively, regarding the
side sector. Finally, a single module consists of a scintillating
fiber mat and three silicon photomultiplier (SiPM) arrays.

Tracking performance studies carried out at CERN SPS with
the primary proton beam (400 GeV/c), led to an estimated mea-115

surement of the detector spatial resolution at 45 µm with a mean
single hit detection e�ciency at 99.6%. Further detector opti-
mization and space qualification tests are ongoing with prelim-
inary results confirming the mechanical robustness of the vari-
ous FIT components.120

2.3. Plastic Scintillator Detector (PSD)

The PSD [7, 8] envelops both CALO and FIT sub-detectors
and will serve an anti–coincidence (discriminating incident
photons from charged particles), while providing an essential
charge measurement of incoming cosmic–ray nuclei in a range125

of Z = 1 � 26. Thin and light materials (i.e., organic scintilla-
tors) can be an optimal choice for this task with features such
as low density and good radiation hardness, while being a↵ord-
able and available in mass production. Silicon photomultipliers
(SiPMs) will be the scintillator readout of choice, due to recent130

technological advancements exhibiting: fast signal detection;
sensitivity to low light yields; decreased power consumption
and robustness. The above-stated features delineate the practi-
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• Minor fixes and improvements to 
the event display (#206)

Simulation of a particle in 
HERD-like setup
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5

Expected performance

Main Requirements

Energy range (e/G) 10 GeV-10s TeV(e);  
> 100 MeV (G)

Energy range (CRs) 30 GeV – 3 PeV

Angular resolution 0.1 deg. @ 10 GeV

Energy resolution (e/G) 1-2% @ 200 GeV

Energy resolution (p) 20-30% @100 GeV – PeV

e/p separation ~10-6

Geometric Factor (e) >3 m2sr @ 200 GeV

Geometric Factor (p) >2 m2sr @ 100 TeV

Pointing Zenith

Field of View +/-70 deg

Mass < 4 tons

Lifetime ~10 years

One order of magnitude upgrade in 
exposure wrt to current gen CR experiments:

15 – 20 m2 sr yr

High Energy Radiation Detector (HERD)

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland

• e/γ          10 GeV — 10s TeV


• p/ions     10s GeV — few PeV


• Lifetime  ~ 10 years

Image credit: D. Kyratzis, 
15th Pisa Meeting on 

Advanced Detectors (2022)

15 — 20 m2 sr yr 

Order of magnitude higher exposure 
compared to previous experiments 
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High Energy Radiation Detector (HERD)

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland
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and can critically address the Z-dependence, A-dependence, or constant knee of different
compositions, which are very important to understand the physical nature of the knee of
CRs.
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Figure 2.12 Expected energy spectra of protons (left) and Helium nuclei (right) measured with 5-yr
exposure of HERD, compared with that observed by AMS-02 [24, 25], CREAM [21], and ATIC-2
[22].

HERD perspective of Boron-to-Carbon ratio observations. The Boron-to-Carbon
ratio (B/C) is important to probe the propagation of CRs. The AMS-02 measurement of the
B/C ratio to ⇠ 1 TeV/n found that the energy-dependence of such a ratio follows a power-
law of E�0.333, implying a Kolmogorov type of the interstellar turbulence power spectrum.
However, the data above ⇠ 300 GeV/n are subject to relatively large uncertainties. The
most recent measurements of the primary (He, C, O) and secondary (Li, Be, B) nucleus
spectra by AMS-02, on the other hand, showed that the secondaries harden by ⇠ E0.13

more than the primaries when comparing the spectral indices above and below several
hundred GV [28, 48]. The high-energy behaviors of the B/C ratio is not conclusive yet.
The HERD measurements will extend the precise B/C ratio to a few TeV/nucleon, and thus
can precisely determine the propagation behavior of CRs (2.13).
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Cosmic Ray Electrons & Gamma – Rays

Accurately determining the 
all – electron flux up to 

several tens of TeV

Expected flux after 5 years of operation Astrophysical or Dark Matter sources?

Multimessenger Era
Possible synergy w/ experiments specialized on:

Gamma – rays (CTA, LHAASO)
& in the MeV range: Crystal Eye (see F. Barbato talk)

Neutrinos (KM3NeT, IceCube)

Gravitational Waves (Ligo, Virgo)

With large acceptance & sensitivity, 
HERD will be able to conduct

full gamma-ray sky surveys (> 100 MeV)

L. Farina et al, PoS, ICRC2021(2021) 651

5-year sky-map above 100 MeV

MEASUREMENT OF COSMIC ELECTRON SPECTRUM AND DARK MATTER SIGNAL SEARCH 7

Figure 2.2 Spectrum (electron top left, positron top right, electron+positron bottom left, positron
fraction bottom right) measured by AMS-02, fit results with an excess due to pulsar contribution
(dotted line).
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fraction bottom right) measured by AMS-02, fit results with an excess due to pulsar contribution
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• First direct probe of knee structures 
and acceleration limit for p and He 

• Further insights into propagation 
mechanisms (B/C @ 10s TeV/n , Li,..)
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fraction bottom right) measured by AMS-02, fit results with an excess due to pulsar contribution
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• Measure spectral cutoff, direct 
observation of local sources, 
anisotropy …  

• Discriminate Astrophysical sources 
from Dark Matter contribution

e- + e+

p & ions



Chapter II 
TeV—PeV Cosmic Rays:  
Analysis & Challenges 
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TeV—PeV CR detection in Space: key systematics

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland

Kinetic Energy [GeV]
10 210 310 410 510

]
1.

7
G

eV
-1 s-1

sr
-2

 [m
2.

7
 E
×

Fl
ux

 

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

DAMPE
AMS-02 (2015)
PAMELA (2011)
ATIC-2 (2009)
CREAM-I+III (2017)
NUCLEON-KLEM (2018)

Figure 2: Proton spectrum from 40 GeV to 100 TeV measured with DAMPE (red filled dots). The
red error bars show the statistical uncertainties, the inner shaded band shows the estimated systematic
uncertainties due to the analysis procedure, and the outer band shows the total systematic uncertainties
including also those from the hadronic models. The other direct measurements by PAMELA (10) (green
stars), AMS-02 (11) (blue squares), ATIC-2 (7) (cyan diamonds), CREAM I+III (16) (magenta circles),
and NUCLEON KLEM (17) are shown for comparison. For the PAMELA data, a �3.2% correction of
the absolute fluxes has been included (43, 44). The error bars of PAMELA and AMS-02 data include
both statistical and systematic uncertainties added in quadrature. For ATIC, CREAM, and NUCLEON
data only statistical uncertainties are shown.

34

There are several sources of systematic uncertainties of
the measurements. For the event selections, we used the
differences between the flight data and the MC simulations
for control samples to evaluate the systematic uncertainties.
The results turn out to be about ∼4% for the HETefficiency
(σHET), ∼0.5% for the track selection efficiency (σtrack),
∼3.5% for the charge selection efficiency (σcharge). We
reweighted the spectrum of the MC simulations with
spectral index changing from 2.0 to 3.0, and found that
the helium fluxes changed by ≲1%. The analysis using
energy measurements with 14 layers of the BGO calorim-
eter led to ≲1% differences from the results presented here.
These two were combined together to give systematic
uncertainties from the spectral unfolding, σunf . The
3He=4He isotope ratio, which mainly affects the calculation

of the average number of nucleons, was estimated to
contribute to about 0.2% (σiso) of the fluxes at low energies
(∼100 GeV) and even smaller at higher energies via
varying the ratio by !5% which is conservative according
to the AMS-02 measurements [26]. We also estimated the
effect of background subtraction through varying the PSD
charge selection of Eq. (1) by !5%, and found that the
results differed by about 1%–1.5% (σbkg). The total
systematic uncertainty from the analysis was given by
the quadrature sum of the above uncertainties, which was
about 5.6%. The absolute energy scale of the measurement,
whose uncertainty was estimated to be ∼1.3% based on the
geomagnetic cutoff of e! [39], would result in a global but
tiny shift of the spectrum, and was not included in the total
systematic uncertainty. Different analyses obtained consis-
tent results within the uncertainties.
The largest systematic uncertainty comes from the

hadronic interaction models. In this work we used the
differences between the results based on the GEANT4 and
FLUKA simulations as the hadronic model systematic
uncertainties, which turned out to be about 12%–15%
for incident energies above 300 GeV. At lower energies, we
used the test beam data of helium with kinetic energies
40 GeV=n and 75 GeV=n [25] to estimate the efficiencies
and energy deposit ratios, and obtained the flux differences
between the test beam data and simulation data of ∼13%.
Thus the systematic uncertainties from the hadronic model
below 300 GeV were estimated as 13%. The statistical and
systematic uncertainties for different incident energies are
summarized in Fig. S8 of the Supplemental Material [33].
From Fig. 3 we can observe that the helium spectrum

experiences a hardening at ∼TeV energies and then shows a
softening around ∼30 TeV. The spectral fitting (see the
Supplemental Material [33]) gave a significance of the
hardening of 24.6σ, and a hardening energy of
ð1.25þ0.15

−0.12Þ TeV. What is more interesting is the softening
feature which is clearly shown in the DAMPE spectrum. A
possible softening of the spectrum was reported by pre-
vious measurements [3,9], but the limited statistics and the
large systematic uncertainties prevented a conclusion on
this specific point. The significance of the softening from
the DAMPE measurements is about 4.3σ. The softening
energy is found to be 34.4þ6.7

−9.8 TeV, with a spectral change
Δγ ¼ −0.51þ0.18

−0.20 . Together with the softening energy of the
DAMPE proton spectrum, 13.6þ4.1

−4.8 TeV [7], the results are
consistent with a charge-dependent softening energy of
protons and helium nuclei, although a mass-dependent
softening cannot be excluded by current data.
Summary.—The GCR helium spectrum from 70 GeV to

80 TeV is measured with 4.5 years of the DAMPE data. We
confirm the hardening feature of the helium spectrum
reported by previous experiments. The hardening is smooth
with a hardening energy of ∼1.3 TeV. The DAMPE data
further reveals a softening feature at ∼34 TeV with a high
significance of 4.3σ. Combined with the proton spectrum,
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FIG. 3. Helium spectrum weighted by E2.6 (top panel) mea-
sured by DAMPE. In the bottom panel, we compare the DAMPE
spectrum (converted to kinetic energy per nucleon assuming the
AMS-02 measured 3He=4He isotope ratio [26]) with previous
measurements by PAMELA [4], AMS-02 [6], CREAM-III [3],
ATIC-2 [2], and NUCLEON (KLEM) [9]. Error bars of the
DAMPE data show the statistical uncertainties. The inner and
outer shaded bands denote the systematic uncertainties from the
analysis (σana) and the total systematic uncertainties including
those from hadronic models ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ana þ σ2had

p
Þ. For the PAMELA

and AMS-02 results, the error bars contain both the statistical and
systematic uncertainties added in quadrature. For the other
measurements, only the statistical uncertainties are shown.

PHYSICAL REVIEW LETTERS 126, 201102 (2021)
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DAMPE proton spectrum (2019)

DAMPE He spectrum (2021) !15Andrii Tykhonov    (University of Geneva)                                                                First results from the DAMPE mission
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Figure 1. Typical displays of proton cosmic ray events in the simulated DAMPE data. Top and
bottom plots correspond to a primary particle energy of 3.8 TeV and 179 TeV respectively. Both
events are shown in two orthogonal views of the detector (corresponding to left and right sub-
figures). Hits in the tracker are shown with black stars. Particle track candidates, reconstructed
with the standard tracking algorithm [26, 27] are shown with gray lines. Three sub-detectors can be
seen, from top to bottom: calorimeter (BGO), tracker (STK) and plastic scintillator array (PSD).
Total reconstructed (observed) energy in BGO is indicated. Energy deposits in BGO and PSD are
in units of GeV and MeV respectively.

• Reconstruction of seed direction in BGO calorimeter;95

• Track reconstruction in STK using the BGO seed direction;96

• Projection of STK track onto PSD, calculation of path length therein;97

• Measurement of absolute particle charge (Z) in PSD using the STK track projection.98

Normally, additional selection criterion is applied requiring consistency between signals99

in different PSD bars along the path of the particle to ensure the correct absolute charge100

identification, which could be otherwise altered by inelastic interaction or fragmentation of101

cosmic ray inside PSD [3, 4]. The particle track finding starts with the reconstruction of102

shower direction in BGO, which is obtained from the fit of the energy-weighted “cluster”103

positions in different calorimeter layers [1]. Somewhat similar approach is reported in other104

calorimetric experiments to date, including FERMI [29], CALET [33] and CREAM [32].105
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Conventional track reconstruction:

• Shower axis from CALO as a seed

• Kalman fitting

• Combinatorial track finding

• XZ and YZ fitted separately,

•  … then combined in 3D tracks

DAMPE XZ projection

Problems:

• Selection needed to find the ONLY track

• Efficiency drops at high hit multiplicity

At TeV— PeV hit multiplicity increases dramatically  —> 

Track reconstruction & identification is a key challenge!

Cosmic Ray particle

Track reconstruction @ DAMPE

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland
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Figure 2. Combined signal of PSD (left) and STK (right) in MC simulation at different energies,
obtained using the truth particle direction. All distributions are normalised to unity.
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Figure 3. Combined signal of STK using the track reconstructed with a standard DAMPE algo-
rithm. Candidate track is selection using either ideal identification, or the standard identification.
All distributions are normalised to unity.
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Figure 2. Combined signal of PSD (left) and STK (right) in MC simulation at different energies,
obtained using the truth particle direction. All distributions are normalised to unity.
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• Normally done in PSD

• Track used as a pointer to PSD

• Tolerant to track mis-

identification, however:

p and He peaks washed out 
Gets worse at high energies!
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Figure 1: Typical displays of multi-TeV events in the DAMPE flight data. Particle hits and reconstructed tracks
are shown with black stars and lines respectively. Three sub-detectors can be seen (in each event display), from
top to bottom: calorimeter, tracker and plastic scintillator array. Current track reconstruction algorithm relies
on the particle-direction (dashed line) provided by the calorimeter sub-detector.

the CR direct detection in the TeV–PeV energy region.
An alternative to external-seeded algorithms is the direct combinatorial one, in which track seeds are

searched among all possible particle hit combinations. This approach works for low occupancy clean de-
tectors at relatively low energies. However, its computational time grows as a factorial of the number of hits.
Given the immense average hit multiplicity in DAMPE and HERD, combinatorial search is not feasible with
currently available scientific computing facilities.

A somewhat similar external-seeded or combinatorial track reconstruction approaches are being used in all
other spaceborne direct-detection experiments, including FERMI-LAT, AMS-02, CALET and others. The most
advanced track reconstruction was developed by the FERMI collaboration, described in [18]. However, this
approach is not generic enough and is focused mainly on the reconstruction of the gamma-ray pair-production
process in the sub-TeV energy range.

A novel tracking technique has to be developed in order to uncover the full potential of existing and future
direct-detection experiments for Cosmic Ray (CR) detection in the TeV–PeV range. Deep learning or similar
Artificial Intelligence (AI) approach appear as a natural candidate for such a development. Currently, none of
the operating CR direct-detection spaceborne experiments use AI for particle track reconstruction.

With my thorough understanding of the DAMPE and HERD detectors and strong expertise in CR data re-
construction and analysis techniques, I am in a unique position to exploit AI for particle reconstruction and
identification in the CR direct-detection experiments. This innovative approach will be fully developed in this
project.

Another key challenge in the TeV–PeV CR detection is that of electron–proton (e/p) discrimination. The
flux of CR protons is a few orders of magnitude higher than that of electrons [19], thus, a proton discrimination
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Figure 1: The combined signal spectra of PSD for protons and helium nuclei. The left panel is
for BGO deposited energies between 447 GeV and 562 GeV, the middle panel is for BGO deposited
energies of 4.47 � 5.62 TeV, and the right panel is for BGO deposited energies between 20 TeV and 63
TeV. The on-orbit data (black) are shown, together with the best-fit templates of simulations of protons
(blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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Figure 1: The combined signal spectra of PSD for protons and helium nuclei. The left panel is
for BGO deposited energies between 447 GeV and 562 GeV, the middle panel is for BGO deposited
energies of 4.47 � 5.62 TeV, and the right panel is for BGO deposited energies between 20 TeV and 63
TeV. The on-orbit data (black) are shown, together with the best-fit templates of simulations of protons
(blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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Figure 1: The combined signal spectra of PSD for protons and helium nuclei. The left panel is
for BGO deposited energies between 447 GeV and 562 GeV, the middle panel is for BGO deposited
energies of 4.47 � 5.62 TeV, and the right panel is for BGO deposited energies between 20 TeV and 63
TeV. The on-orbit data (black) are shown, together with the best-fit templates of simulations of protons
(blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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DAMPE (2019)

Charge identification @ DAMPE

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland

New tracking algorithm required for ~ PeV measurements! 

PSD charge STK charge Ideal STK charge 

Our goal!State-of-the-art

Ekin = 50 — 100 TeV Ekin = 50 — 100 TeV Ekin = 50 — 100 TeV

Ekin = 500 — 1000 TeV Ekin = 500 — 1000 TeV Ekin = 500— 1000 TeV
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NEW Track reconstruction @ DAMPE

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland
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Figure 9. Hough image of a typical Helium event and the architecture of the tracker CNN. Big
(black) and small (red) circles represent the true and the reconstructed trajectory of a primary
particle respectively. Similar to calorimeter CNN, the ReLU activation function is used in all layers
except for the last one, which has a linear activation.

simple yet powerful enough way of structuring topologically the hits. As will be shown fur-333

ther in the paper, it allows to achieve excellent quality of particle trajectory reconstruction334

in DAMPE.335

Similar to the calorimeter CNN, 8-bit precision is used to store information in each336

pixel. Two tracker projections are mapped on separate images. Moreover, each projection337

is split further into two images, consisting of hits with STK signal (charge) either below338

or above
p
2 respectively. In other words, for each projection, there is one image with the339

STK hits corresponding approximately to the Minimum Ionising Particle (MIP) signal and340

the other one with the hits which potentially correspond to helium or heavier ions. In this341

way we partially encode the STK signal information into the image5. As a result, the input342

image has a dimension 400⇥400⇥4. The internal STK alignment is applied to correct for343

the hit positions in the tracker [5, 6]. The image is provided as an input to the dedicated344

regression CNN, whose goal is to predict the true “position” of a particle on the image. The345

building blocks of the CNN are depicted in Figure 9 right. Once the particle direction is346

obtained from the above CNN, the STK hits are assigned using a simple distance matching,347

as described in Section 3, forming the final CNN track. Note that unlike the conventional348

Kalman approach, we do not perform fitting of the hits. There is no need for the further349

track selection since only one track is produced per event.350

As a figure of merit of a tracking algorithm, we use the combined track reconstruction351

and selection efficiency, as follows. First, we perform the event selection as described in352

5
To avoid potential problems due to (mis-)modeling of readout saturation for heavy ions we do not add

more detailed STK signal information into the Hough image.
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STK Hough image
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Figure 4. CNN for the particle direction prediction in the BGO calorimeter. The intermediate
output of convolution layers is a set of 100 variables – it is augmented with two additional variables
– total deposited energy and maximum-bar energy (in units of TeV). It is followed by a fully-
connected layer of 50 neurons, in turn, fully connected to the 4 output variables. Activation in all
layers is done with the Rectified Linear Unit (ReLU) function, except for the last layer where the
activation is linear. An additional fully-connected layer of 4 outputs with linear activation is added
to perform the data/MC correction (alignment).

The training of the network has been done on MC data consisting of a simulated pro-232

ton, helium, and electron particles passing through the DAMPE detector. The models233

were trained separately for the low- and high-energy regimes, below and above 1 TeV of234

deposited energy, respectively. This yields substantially better performance compared to235

the case when a single model is trained on the entire energy range. We have also tried236

splitting the training further into more energy ranges and found the results comparable or237

marginally better compared to the baseline scenario. About 25 and 3 million events were238

used in training in the low- and high-energy range, respectively. The MC samples are di-239

vided into the training, the validation, and the test samples in an approximate proportions240

of 80%–10%–10%. As shown in Figure 5, the convergence of the gradient descent algo-241

rithm in the network optimization3 is achieved in about 100 epochs of the training. Note242

that some overfitting can be observed which is mostly due to the limited MC statistics of243

highest-energy samples, above 100 TeV. We have also tried reducing the complexity of the244

CNN model as well as adding dropout layers to it, which resulted in a significantly worse245

performance of the network. Hence we decided to keep the overfitting and instead quantify246

its effect further on the analysis level, as a systematic uncertainty. As will be shown fur-247

ther its impact is nearly negligible. Finally, the majority of simulated data are generated248

with GEANT4. We have also added the FLUKA samples in the training, which marginally249

improved the performance at the highest energies thanks to increased training statistics.250

Since the shower-shape characteristics differ only marginally between different ions, the251

performance of the trained network on particles beyond helium (e.g. lithium, beryllium,252

boron, carbon, oxygen, iron) was found to be similar to that of proton and helium. We253

found no significant improvement if ions heavier than helium were added to the training.254

3Adam stochastic gradient descent algorithm was used for the network training [67].
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Figure 2. Combined signal of PSD (left) and STK (right) in MC simulation at different energies,
obtained using the true particle direction. All distributions are normalized to unity.
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Figure 10. Efficiency of combined track reconstruction and identification derived from the sim-
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Charge identification & NEW tracking

For details see:

 arxiv.org/abs/2206.04532

NEW

NEW

OLD

OLD

https://arxiv.org/abs/2206.04532
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Protons & ions leave ~1/3 of energy in calorimeter

➡ Cosmic ray energy spectrum measurement rely significantly on hadronic simulations

➡ Largest source of large systematics!
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FIG. S6: Proton background percentage as a function of the
BGO deposited energy. Solid line is a four-order polynomial fit,P4

i=0 pi logi(Edep/GeV).

may occur for usually the BGO bar with the maximum energy
deposition. A correction method based on MC simulations
was developed based on the shower transverse and longitu-
dinal developments [31], which was applied for the energy
correction of those saturated events.
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FIG. S7: The ratio of the quantities with the BGO quenching e↵ect to
that without the quenching e↵ect. Top panel is for the mean energy
deposition, and bottom panel is for the helium flux.

When the energies of secondary particles in the shower are
low enough, large amounts of ionization energy are deposited
in the scintillator within very short traveling distances, result-
ing a nonlinearity between the scintillation photons and the
ionization energy, known as the quenching e↵ect [32]. The
quenching e↵ect would result in an under-estimate of the true
energy of a shower. Using the test beam ion data and the ion
MIP events from the flight data, the quenching parameters of
the DAMPE BGO scintillator were derived [33]. We imple-
mented this quenching e↵ect in the MC simulations, and in-
vestigated its impact on the energy measurement and response
matrix calculation. The ratio of the mean energy deposition
with the BGO quenching to that without the quenching is
shown in the top panel of Fig. S7. Considering the quench-

ing e↵ect will lead to ⇠ 2% (0.2%) lower energy deposition
for helium incident energy of 80 GeV (80 TeV). Using the
corresponding response matrix, we get the helium spectrum,
whose ratio to the spectrum without considering the quench-
ing e↵ect is shown in the bottom panel of Fig. S7. The impact
on the unfolded spectrum varies from ⇠ 5.5% at 80 GeV to
⇠ 0.4% at 80 TeV.
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FIG. S8: Response matrix used in the unfolding procedure obtained
from the selected MC helium sample.

Fig. S8 shows the energy response matrix based on the
GEANT4 FTFP BERT model, after including the quenching
e↵ect. The color represents the relative probability that a he-
lium nucleus with incident energy Einc deposits Edep energy in
the calorimeter. The energy resolution of helium can thus be
inferred to be about 25% ⇠ 35% for incident energies from
100 GeV to 80 TeV.

E. Observed counts, unfolded fluxes, and systematic

uncertainties

Table S1 gives the numbers of selected helium candidates
for deposited energies from 20 GeV to 32 TeV. The contam-
ination from protons as shown in Fig. S6 has not been sub-
tracted.

Table S2 gives the helium fluxes after the background sub-
traction and the unfolding procedure. The relative uncertain-
ties of the fluxes are shown in Fig. S9.

F. Spectral fitting

To quantify the spectral features, the fits to the helium spec-
trum (Table S3) are made. The function used in the fit is a
smoothly broken power-law (SBPL) form

�(E) = �0

✓ E
TeV

◆�� "
1 +

 
E
EB

!s#��/s
, (9)

where �0 is the flux normalization, � is the spectral index for
energies far below the break energy EB, �� is the change of

• Inelastic Cross-sections uncertainty ~ 10 — 20%

• Different generators (GEANT4, FLUKA) and models (DPMJET, EPOS, FTFP) 
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He response matrix in the DAMPE calorimeter
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Analysis using the MIP trigger PSDsmear p selection Acceptance and flux HET analysis details

Interaction study

With the two independent samples we can be sensitive to the di�erent
interactions in DAMPE with the ratio NMIPT /NHET , the ratio of the selected
events with the two di�erent triggers. The prescale factor of 4 was taken into
account with the MIPT sample (only MIPT1 considered).
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Figure 6: (Left) ratio of non-interacting (Minimum Ionizing Particles – MIP) versus strongly interacting cos-

mic ray protons in DAMPE. Results based on data and Monte-Carlo (MC) simulation are shown. Data–MC

difference reaches more than 15% and increases with energy. (Right) energy fraction in the first two (f1 and f2)

and last two (f13 and f14) layers of the DAMPE calorimeter. Distributions are obtained with the data of 400

GeV proton beam at SPS accelerator (CERN, Geneva) and compared with the Monte-Carlo simulations.

reconstruction performance of the algorithm will be verified and corrected with orbit data using the known

bright gamma-ray sources, like Vela and Geminga pulsars [40].

For WP2, I propose to identify and tune the parameters of hadronic models and cross-sections using the

unique DAMPE data, to which I have the full access, and later the HERD data. Both DAMPE and HERD feature

an exceptional combination of precise tracker, fine-grained thick calorimeter and relatively large acceptance,

which gives them an exclusive opportunity to study hadronic showers at high energies with the best possible

precision.

Present uncertainties in the modeling of hadronic interactions limit the precision of direct CR proton/ion

measurements at TeV–PeV energies to 15–20%. This project aims to improve it to 1–5%. To achieve this, two

main methodologies/approaches will be used:

• Fine tuning of the total elastic/inelastic hadronic cross-sections by examining strongly interacting and

non-interacting (MIP) proton/ion events.

• Adjust the main parameters entering into the different hadronic models and cross-sections by examining

longitudinal, lateral and other shower-shape distributions of cosmic ray events in DAMPE and HERD.

In the first approach, the data sample will be the one collected on orbit with the MIP (Minimum Ionizing

Particle) trigger. By comparing the rate of non-interacting MIP events with the rate of strongly interacting

cosmic ray events, a ratio of inelastic versus inelastic hadronic cross-section will be inferred directly from the

data, for different particle species. This ratio will then be used to tune the hadronic cross-sections thereby

improving the precision of Monte-Carlo simulation. The advantage of this approach is that MIP physics does
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Analysis using the MIP trigger PSDsmear p selection Acceptance and flux HET analysis details

Interaction study

With the two independent samples we can be sensitive to the di�erent
interactions in DAMPE with the ratio NMIPT /NHET , the ratio of the selected
events with the two di�erent triggers. The prescale factor of 4 was taken into
account with the MIPT sample (only MIPT1 considered).
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Figure 5: (Left) Proton rejection capabilities of the proposed Deep Neural Net (DNN) e/p classifier and the
standard one used in [4]. (Right) Ratio of non-interacting (Minimum Ionizing Particles – MIP) versus strongly
interacting CR protons in DAMPE. Results based on data and Monte-Carlo (MC) simulation are shown. Data-
MC difference reaches more than 15% and increases with energy.

• Identify and tune parameters of hadronic models and cross-sections by examining various shower-shape
distributions in DAMPE and HERD (see Figure 6).

Preliminary estimates show that with the first approach it is feasible to reduce the hadronic-related uncer-
tainties to about 2-3% at a few TeV, using the current DAMPE data. Analysis at higher energy will most likely
rely on the second approach.

In the first approach, the data sample can be collected with the MIP (Minimum Ionizing Particle) detector
trigger. Simulation of MIP physics does not depend on the hadronic interactions and is therefore well modeled.
Hence, this approach provides very clean event selection. However, due to the limitation of data throughput
and data processing/storage capacities, only a small fraction of MIP events is accepted for the offline analysis
by the DAQ (Data Acquisition) systems of spaceborne detectors like DAMPE and HERD. Therefore, the major
limitation of this approach comes from the low data statistics of MIP events.

In the second approach, longitudinal, lateral and other shower-shape parameters will be studied, similar
to how it is done in the analysis of the DAMPE beam test data (see Figure 6) at CERN SPS. That is, after
removing the contribution of Helium and heavier ions, the CR can be considered as a proton “beam facility”,
with the power-law spectrum of proton energies and spectral index of about �2.7. The model parameter and
cross-sections will be tuned to obtain the best data–MC match for the shower shape distributions. It should be
noted that AI-based track reconstruction technique developed in this project is crucial for this approach, since
it facilitates the precise particle identification based on a particle track, which allows selecting a clean proton
event data sample.

To perform the hadornic Monte-Carlo tuning, I propose to exploit state-of-the-art high-energy hadronic
models like DPMJET [32] and EPOS [33] and integrate these models in the framework of Geant4 toolkit [34].
A prototype of such implementation was already developed by myself in UniGe using the CRMC (Cosmic Ray
Monte Carlo) package [35]. This allowed to perform simulations with the Geant4 tollkit at energies exceed-
ing 100 TeV, i.e. above the “intrinsic limit” of this toolkit. Integration of different hadronic models in s the
advanced toolkit like Geant4 allows to perform a direct comparison of these models for DAMPE, HERD and
other detector setups, without a need to implement the detector simulation description in difference Monte-
Carlo codes. This reduces significantly the overhead of code development and ensures a coherent approach to
different hadronic models.
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Figure 6: Example of longitudinal shower-shape distribution: energy ratio in each of 14 layers of the DAMPE
calorimeter. Distributions are obtained with the data of 400 GeV proton beam at SPS accelerator (CERN,
Geneva) and compared with the Monte-Carlo (MC) simulations. In this project, similar lateral/longitudinal and
other shower-shape distributions will be used for improving/tuning hadronic models and cross-sections in the
TeV–PeV energy range, using the orbit data of DAMPE (and HERD in the future).

Methodology WP4

Aforementioned particle reconstruction techniques and results of hadronic Monte-Carlo (MC) tuning, devel-
oped in the project, will be applied to perform a full re-analysis of the DAMPE data and to prepare for the
HERD data analysis.

4A. Cosmic-Ray (CR) electron flux measurement will be repeated with DAMPE using the developed e/p dis-
crimination technique with larger statistics.
4B. Cosmic-ray proton flux measurements will be preformed with DAMPE using first the hadronic MC simu-
lations, tuned with high precision, and then repeated with the AI-based track reconstruction.
4C. Finally, the developed techniques and methods will be optimized and integrated into the HERD data anal-
ysis framework.

Summary

The expected results of the project are summarized below:

Year Expected results Obj Team
1st First results/publication of a technical article for the e/p discrimination 2 PI

2nd First results/publication of a technical article on hadronic model tuning 3 PhD, PI
Publication of a CR electron flux article (as a part of the DAMPE collaboration) 4 PI

3rd First results/publication of a technical article on AI-based track reconstruction 1 PI
Publication of a CR proton flux article (as a part of the DAMPE collaboration) 4 PhD, PI

4th Integration of developed techniques in the HERD data analysis framework 4 Postdoc, PI
5th Publication of a technical article on TeV–PeV CR detection with HERD 1–3 Postdoc, PI
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Profit of TeV—PeV data and fine granularity of CALO  to “tune” models & cross-sections?

➡ Precise CNN tracking helps to perform clean particle ID 

➡ Use shower-shape characteristics to constrain model parameters etc.

Not trivial since primary energy is not known!

Example Example

Example



Figure 3. Distribution and Monte Carlo/data comparison of the classical Z variable in the energy range 500
GeV to 1 TeV, out of a cleaned-up data to remove ions and require good shower containment (section 2.2).

2.1 A neural network classifier

Deep learning and deep neural networks [14, 15] are at the forefront of current day developments
in data sciences and artificial intelligence, often representing the state-of-the-art solution to a wide
variety of problems. They have in particular found their way into both high energy physics [16, 17],
where neural networks can exploit the large size and high dimensionality of the data, and into
astrophysics [18, 19] where their pattern recognition power allows for extraction of additional
information from telescope images. However, neural networks have only been seldom used in
cosmic ray physics, and never exploited for CRE direct detection experiments at multi-TeV energies.

The classifier we propose to use is based on a regular neural network composed of a stack
of densely connected layers (see below). Such algorithms are sometimes named as multilayer
perceptron, feedforward neural network, or simply artificial neural network. Other techniques were
also studied in the DAMPE collaboration prior to this work: convolutional neural networks (CNN),
suited for pattern recognition and image identification, showed promising performances. While
CNN demonstrated potential for further improvement with respect to the feedforward network, we
opted for latter technique due to the better understood systematics of this type of networks, which
is reflected, in particular, in data to Monte-Carlo agreement of a classifier score distribution [20].
Another technique studied by the collaboration are boosted decision trees, commonly used in high
energy physics. They showed some improvement over the classical method, though optimised for
the lower energy domain, around 10 to 100 GeV [21].

An artificial neural network is a stack of densely connected layers of so-called neurons. A
neuron is a mathematical unit that applies a non-linear function to the linear combination of its
inputs. The function output is then used as input by all the neurons in the next layer, in the case of
fully connected networks. Mathematically, if a neuron receives as input a set {-8}, then its output
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Figure 2. Display of simulated cosmic ray events inside DAMPE. The particle comes from the top and
crosses in succession the PSD, STK and BGO detectors. Left and right panels show the X-oriented and
Y-oriented views, respectively. Black solid lines are STK tracks, green dashed line is the BGO reconstructed
trajectory. The stars in STK represent clusters of hits. Colour bars show the energy deposited in PSD and
BGO. Top: Monte Carlo electron with a measured energy of 353 GeV. Bottom: Monte Carlo proton with a
reconstructed energy of 340 GeV.

is based on a single observable named Z , quantifying the correlation between shower length and
shower width [13]. It is defined as:

Z =

⇣Õlayers
8 (RMS)8

⌘4
· FLast

8 · 106
(2.1)

where RMS is the energy-weighted root-mean-square of hit positions in the calorimeter (shower
width) and FLast is the fraction of energy deposited in the last calorimeter layer with non-zero
deposition (shower depth). This definition can be compared to the event displays in figure 2: the
narrow electron shower naturally results in a Z value much lower than for protons, as exhibited
in their respective distributions in figure 3. Similar variables are commonly used for electron
identification in calorimetric experiments.

While Z proved powerful, it does not use the entirety of information available in the detector,
including the possibility to exploit the strong correlations between topological variables used to
describe the shower development in the imaging calorimeter. Furthermore its rejection power is
limited above the TeV range where the topological development of hadronic and electromagnetic
showers in the detector is less pronounced. A more powerful method is therefore required, and is
presented in this paper.
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deposition (shower depth). This definition can be compared to the event displays in figure 2: the
narrow electron shower naturally results in a Z value much lower than for protons, as exhibited
in their respective distributions in figure 3. Similar variables are commonly used for electron
identification in calorimetric experiments.

While Z proved powerful, it does not use the entirety of information available in the detector,
including the possibility to exploit the strong correlations between topological variables used to
describe the shower development in the imaging calorimeter. Furthermore its rejection power is
limited above the TeV range where the topological development of hadronic and electromagnetic
showers in the detector is less pronounced. A more powerful method is therefore required, and is
presented in this paper.
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where RMS is the energy-weighted root-mean-square of hit positions in the calorimeter (shower
width) and FLast is the fraction of energy deposited in the last calorimeter layer with non-zero
deposition (shower depth). This definition can be compared to the event displays in figure 2: the
narrow electron shower naturally results in a Z value much lower than for protons, as exhibited
in their respective distributions in figure 3. Similar variables are commonly used for electron
identification in calorimetric experiments.

While Z proved powerful, it does not use the entirety of information available in the detector,
including the possibility to exploit the strong correlations between topological variables used to
describe the shower development in the imaging calorimeter. Furthermore its rejection power is
limited above the TeV range where the topological development of hadronic and electromagnetic
showers in the detector is less pronounced. A more powerful method is therefore required, and is
presented in this paper.
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Figure 3. Distribution and Monte Carlo/data comparison of the classical Z variable in the energy range 500
GeV to 1 TeV, out of a cleaned-up data to remove ions and require good shower containment (section 2.2).

2.1 A neural network classifier

Deep learning and deep neural networks [14, 15] are at the forefront of current day developments
in data sciences and artificial intelligence, often representing the state-of-the-art solution to a wide
variety of problems. They have in particular found their way into both high energy physics [16, 17],
where neural networks can exploit the large size and high dimensionality of the data, and into
astrophysics [18, 19] where their pattern recognition power allows for extraction of additional
information from telescope images. However, neural networks have only been seldom used in
cosmic ray physics, and never exploited for CRE direct detection experiments at multi-TeV energies.

The classifier we propose to use is based on a regular neural network composed of a stack
of densely connected layers (see below). Such algorithms are sometimes named as multilayer
perceptron, feedforward neural network, or simply artificial neural network. Other techniques were
also studied in the DAMPE collaboration prior to this work: convolutional neural networks (CNN),
suited for pattern recognition and image identification, showed promising performances. While
CNN demonstrated potential for further improvement with respect to the feedforward network, we
opted for latter technique due to the better understood systematics of this type of networks, which
is reflected, in particular, in data to Monte-Carlo agreement of a classifier score distribution [20].
Another technique studied by the collaboration are boosted decision trees, commonly used in high
energy physics. They showed some improvement over the classical method, though optimised for
the lower energy domain, around 10 to 100 GeV [21].

An artificial neural network is a stack of densely connected layers of so-called neurons. A
neuron is a mathematical unit that applies a non-linear function to the linear combination of its
inputs. The function output is then used as input by all the neurons in the next layer, in the case of
fully connected networks. Mathematically, if a neuron receives as input a set {-8}, then its output
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Figure 2. Schematic of the neural network model used in this work. The hidden layers use the ReLU
activation function. The logistic sigmoid in the output layer is removed after training.

We therefore followed an extensive campaign of empirical testing to find and remove the quantities159

that resulted in such di�erences. As a result, the features selected include the energy deposited and160

its RMS distribution in 12 out of 14 layers of the BGO calorimeter (excluding the top two), the161

reconstructed energy, the angle of the trajectory, the energy deposited in one Moliere radius of a162

STK track (STK cluster energy), and the classical ⇣ classifier.163

Along with optimising the set of input variables we were also researching and optimising the164

architecture of the neural network itself (the model). Building a model indeed requires several165

parameter choices: the number of neurons and layers, the activation function, the optimiser and166

regularisers, etc. The optimisation of these hyper-parameters is somewhat of an art, and the167

common practice is to conduct a random gridsearch [33]. We decided to follow this philosophy168

and tested hundreds of models against each other. The winner of this computing battle royale is169

a model consisting of 4 layers with 300, 150, 75 and 1 neuron, respectively, regularised with a170

10-20% dropout (technique consisting of randomly turning o� neurons during the training) [34].171

The hidden layers use the Rectified Linear Unit (ReLU) [35] activation function, and the output172

layer uses the logistic sigmoid function to map the network output to the [0; 1] range as is common173

to binary classification problems. Finally the model is optimised using the Adam gradient descent174

algorithm [36] against the cross-entropy metric. The architecture is represented in figure 2 and175

table 1.176

The extensive training campaigns were conducted on the Baobab computer cluster of the177

University of Geneva, using Nvidia Titan X GPUs. On the software side, we used Nvidia cuDNN178

[37], Keras [38] with Theano [39] as a backend, and Scikit-Learn [40]. Google’s Tensorflow179

[41] was considered as well but internal benchmarks with our models and data showed no gain in180

performances, for a longer computing time.181

A feature we noticed during the early stages of our optimisation procedure is that the neural182

network output values are either very close (or exactly equal to) 0.0 or 1.0, with only very few183

events classified in-between. This holds true for false positives and false negatives as well: figure184

3 (left) shows that the histogram of MC protons (background) exhibits two peaks: one at 0.0185
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Figure 12. Comparison of the neural network output distribution between simulated Monte Carlo and real
data, on three energy bins from 1 to 10.4 TeV. Left panels are linear scale, right panels are log scale.

the proton template from the data. The scale factor is taken as the data-to-MC ratio of the integral
over the relevant control region. This technique allows to scale each distribution independently, on
regions where the contribution from the other species is negligible. The Monte Carlo distributions
are weighted according to their expected flux, with a spectral index of -3 for electrons and -2.7 for
protons. Changing these indices according to the observed DAMPE values [11, 33] and variating
them within the corresponding uncertainties yielded similar figures and conclusions. Due to some
residual inaccuracies of modeling the input variables in the neural network, both Monte Carlo dis-
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EREC = 1.7 — 3.5 TeV EREC = 3.5 — 10 TeVFigure 10. Energy dependency of the surviving background fraction 5⌫ for a fixed signal e�ciency 5( of
85% (left) and 95% (right), for the neural networks and the classical Z method.

total events for electrons and protons respectively:

5( =
#4�,?0BB

#4�
(3.1)

5⌫ =
#?,?0BB

#?
(3.2)

These two metrics have the advantage of being independent from the relative abundance of electrons
with respect to protons. A good classifier is one that maximises the first metric and/or minimises
the second. This translates into a lower curve on figure 9: classifiers with the lowest curves have
the smallest background for a set e�ciency. The image shows that the neural network significantly
outperforms the classical method in the lowest and highest energy ranges, while the performances
appear roughly comparable at intermediate energies. Note that for both classifiers, #4� and #? are
taken after the Z < 100 cut for a fair comparison.

The performances are thus energy-dependent. To see this dependence and to better quantify the
performances of both methods, we report on figure 10 the 5⌫ value when we set the discrimination
threshold such as to have a 85% or 95% signal e�ciency, as a function of the energy reconstructed
from the BGO calorimeter. The comparison involves an uncertainty due to the e�ciency of both
classifiers not being perfectly equal. On the figure, the error bars associated to Z show the statistical
uncertainty from Monte Carlo sampling, the darker band shows the uncertainty associated to the
choice of threshold to have compatible e�ciency, and the lighter band is the combination of both.
The blue band associated to the neural networks is purely statistical. Figure 10 confirms the previous
observation that the gains of neural networks are significant on both ends of the energy range, in the
high e�ciency regime. From a few hundred GeV to 2 TeV, the performances are within uncertainty
of each other. Above 5 TeV, the proton rejection is improved by a factor at least 2.

4 Model validation

Validating the modelling of the classifier on real data is an important step in order for its use in an
analysis measurement. Namely, it allows us to validate the performances observed in figure 10, to
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85% (left) and 95% (right), for the neural networks and the classical Z method.
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5( =
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#4�
(3.1)

5⌫ =
#?,?0BB

#?
(3.2)

These two metrics have the advantage of being independent from the relative abundance of electrons
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observation that the gains of neural networks are significant on both ends of the energy range, in the
high e�ciency regime. From a few hundred GeV to 2 TeV, the performances are within uncertainty
of each other. Above 5 TeV, the proton rejection is improved by a factor at least 2.

4 Model validation

Validating the modelling of the classifier on real data is an important step in order for its use in an
analysis measurement. Namely, it allows us to validate the performances observed in figure 10, to
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Our 
result

Different Deep Learning techniques tested (NN, CNN) 
— the most optimal solution found with a classical NN

For details, see arxiv.org/abs/2102.05534

Future studies: 
3D CNN @ HERD?

https://arxiv.org/abs/2102.05534
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• Raise of Calorimetric Experiments in Space 

• DAMPE — present, HERD - future 

• Bridge gap between Space and ground-based  


• The tool for TeV—PeV CR measurements 


• Systematics dominated by hadronic modelling, track reconstruction, particle ID


• Goal: tackle major systematics using ML and improved hadronic modelling  

• Neural—Net electron/hadron classifier developed: 3—4 better background rejection 


• CNN tracking algorithm developed: > ~ 96% tracking efficiency up to PeV energies


• Hadronic modelling optimisation & implementation in analysis will follow— stay tuned!

Summary

Direct Detection of TeV—PeV Cosmic Rays in Space    TeVPA 2022Andrii Tykhonov   University of Geneva, Switzerland

> 1000 children killed/mutilated 
> tens thousands people died   

Mariupol in ashes (0.5M inhabitants) 
> 6 M people moved out their homes 

#RussiaTerroristState

ERC PeVSPACE



Backup slides

21



of a Plastic Scintillator strip Detector (PSD), a Silicon-Tungsten
tracKer-converter (STK), a Bismuth Germanium Oxide (BGO) imag-
ing calorimeter and a NeUtron Detector (NUD). The PSD measures
the particle charge and acts as an anti-coincidence detector. The
STK converts the incident c-ray photons to electron pairs and
records the trajectories. The BGO measures the energies of incident
particles and images the profiles of showers. The NUD further
enhances the electron/proton separation.

The BGO calorimeter has a thickness of 32 radiation length,
with which the deposit energy of electron/c-ray events can be
effectively absorbed and the shower developments can be well
contained. As a result, for electrons/c rays, the energy resolution
of DAMPE is significantly higher than Fermi-LAT in a wide energy
range [35]. Since a better energy resolution will not only make
the line structure more evident in the spectrum, but also reduce
the systematic uncertainties, DAMPE is well suitable for searching
for the monochromatic spectral structures. In this work, we per-
form a line search using the DAMPE c-ray observations of the inner
Galaxy, set constraints on the DM parameters, and demonstrate
the potential of high-energy-resolution observations on dark mat-
ter detection.

2. Data selection

The local significance of a line-like structure can be approxi-
mated by nline=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffinbkg;eff
p [37,38], where nline (the photon counts of

a line) is proportional to the acceptance A, and nbkg;eff is the num-
ber of background events below the line, i.e., the effective back-
ground reported in previous works [25,26,37]. Approximately we
have nbkg;eff ! N "

R
min f bkg E0" #

; f sig E0; Eline
" #$ %

dE0, where N is the
total background counts in the fit range, f bkg and f sig are the back-
ground and signal probability density functions, respectively [37].
For a very narrow energy dispersion profile, nbkg;eff reduces to
Nf bkg Elineð ÞDE, which is proportional to the acceptance A and the
energy resolution DE=E. Therefore, the significance of a line
improves when the division of acceptance and energy resolutionffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A= DE=Eð Þ

p
increases.

In our analysis, two dedicated data sets, namely the LineSearch
and BgoOnly data sets [39], are developed and combined to
improve the sensitivity. The former contains the events converted
in the STK. Compared with the standard STK converting events
based on the algorithm in Ref. [40], these events are required to
pass through more BGO layers to improve the sensitivity of lines
by maximizing A= DE=Eð Þ. The latter contains the events converted
in the BGO calorimeter, in which photons are reconstructed based
on the tracks in the BGO detector. The incident energies of all the
events are reconstructed from the deposit energies in the calorime-
ter using a parameterized correction method [41]. The total accep-
tance of these data sets is ! 1600 cm2 sr at 5 GeV and
! 1900 cm2 sr between 10 and 100 GeV. The 68% containment of
energy resolution averaged over the acceptance is smaller than
1.7% (1.0%) above 10 GeV (35 GeV) for both types of data [39]. To
our knowledge, this is the first time to use the BgoOnly data in
the analysis for the calorimeter-based c-ray observatories.

In this work, the above data sets from Jan. 1, 2016 to Dec. 31,
2020 are chosen. The energy range is restricted from 5 to
450 GeV with the DAMPE c-ray science toolkit DmpST [42,43].
We only choose the events satisfying the High-Energy Trigger
(HET) condition. Data collected during the South Atlantic Anomaly
or strong solar flares has been excluded. In total, over 90 thousand
c-ray events are used for the analysis.

Based on the live time during the observation and the Monte
Carlo (MC) instrument response functions, we are able to calculate
the exposure and energy dispersion profiles. Fig. 1 shows the aver-
age spectral energy distributions (SEDs) of the region with the

Galactic plane (jlj > 10% and jbj < 10%, where l and b are longitude
and latitude in the Galactic coordinate, respectively) [15] removed.
The SED is almost featureless and no obvious line-like structure
displays. To be quantitative, we perform an unbinned analysis in
the following.

3. Methodology

DM density profile qDM is uncertain particularly in the inner
Galaxy, so we consider three representative profiles, including
the Navarro-Frenk-White (NFW) profile qNFW rð Þ ¼ qs= r=rsð Þ 1þð½
r=rsÞ2) with rs ¼ 20 kpc [44], the Einasto profile qEin rð Þ ¼
qs exp * 2=að Þ r=rsð Þa * 1

& '$ %
with rs ¼ 20 kpc and a ¼ 0:17

[45,46], and the isothermal profile qiso rð Þ ¼ qs= 1þ r=rsð Þ2
h i

with

rs ¼ 5 kpc [47]. The normalization qs is governed by
qDM R0ð Þ ¼ 0:4 GeVcm*3 [48] and R0 ¼ 8:5 kpc [49].

For both the annihilation and decay scenarios, we make the
regions of interest (ROIs) optimized for the sensitivity, where we
approximate the recorded photon counts as the spatial distribution
of the background, and multiply the exposure with different DM
density profiles for the anticipated signal. All of the ROIs are circu-
lar regions with radius RGC centering at the Galactic center but with
the rectangular region jlj P Dl and jbj + 5% masked. For the annihi-
lating DM, the optimal RGC; Dlð Þ are 16%; 5%ð Þ; 40%; 9%ð Þ and
86%; 0%ð Þ for the Einasto, NFW and isothermal profiles, respectively.
For the decaying DM, all the optimal RGC; Dlð Þ for different profiles
are close to 150%; 0%ð Þ, so this parameter set is adopted as a repre-
sentative. Table 1 presents the ROIs for different density profiles
and the corresponding J-factors JDM ¼

R
ROIdX

R
dsq2

DM (annihilating
DM) or D-factors DDM ¼

R
ROIdX

R
dsqDM (decaying DM), where s is

the distance along the line of sight.
We perform an unbinned likelihood analysis with the sliding-

window technique to quantify the significance of the hypothesized
lines, which will mitigate the bias caused by the background spec-
tral shape and energy binning. For a line at Eline, only the photons in
the window from 0:5Eline to 1:5Eline are used in the fittings. The
energy difference between two adjacent windows is 0:5rE, where
rE is the half width of the 68% exposure weighted energy disper-
sion containment in the Galactic center for LineSearch data set
[26,28]. To make sure the Chernoff’s theorem valid [38], at least
30 photons are required in each window, which restricts the high-
est line energy in the ROI R16 to 211 GeV. The unbinned likelihood
function Lk Hð Þ for the data set k in the energy window of
Emin; Emax½ ) is defined as

Fig. 1. (Color online) The average SED of the LineSearch and BgoOnly photons from
the region with Galactic plane removed.
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for details). The fraction of cosmic ray contamination is K1:5%
above 10 GeV, as found in the simulations [40]. Therefore the over-
all systematic part of fractional signal is jdf sysjK2:0%.

To incorporate the systematic uncertainties, we replace the
likelihood function with [25,55]

L nsig
! "

! L nsig þ nsys
! "

" 1ffiffiffiffiffiffiffi
2p

p
rsys

exp #
n2
sys

2r2
sys

 !
; ð5Þ

where rsys ¼ jdf sysj" beff is the standard deviation of systematic
uncertainty, and nsys describes the counts from the false signal.
The exposure and signal counts are also scaled according to the
uncertainties.

Our 95% C.L. constraints for different DM density profiles, after
addressing the systematic uncertainties, are shown in red solid
lines in Fig. 3. The expected 68% and 95% containment regions
obtained with 1000 simulations of the best-fit power-law null
model are also drawn in yellow and green bands, respectively,
which encompass almost all the fluctuations of the upper limits.
Most of our results are comparable to the 5.8-year results of Fermi-
LAT in blue dot-dashed lines with the systematic uncertainties
included. For the decaying DM, our lower limits on the decay life-
time are stronger than that from Fermi-LAT by a factor of ' 2 for
DMwith massK100 GeV. Even though DAMPE has a much smaller
data set than Fermi-LAT (DAMPE just has an acceptance peaking at
' 0:2 m2 sr [39], which is smaller than that of Fermi-LAT by a factor
of ' 10), a comparable or even better constraints are achieved for
DAMPE because of the much higher energy resolution and the

smaller impact of the systematic uncertainties, some of which
are contributed by the components below the lines.

5. Summary

DAMPE has an unprecedented high energy resolution due to its
thick BGO calorimeter, and therefore has an advantage in detecting
sharp structures. In this work, we use 5.0 years of DAMPE data to
search for spectral lines from 10 to 300 GeV. To improve the sensi-
tivity to line signals, two types of c-ray data sets, the LineSearch
and BgoOnly data sets, are developed. To our knowledge, this is
the first time to take the BgoOnly data into the scientific analysis
for the calorimeter-based c-ray observatories (Previously, the pro-
duction of calorimeter-only data was suggested by the Fermi-LAT
collaboration but so far such a kind of data is still unavailable).
We also make four ROIs optimized for DM density profiles for sig-
nals originating from the DM annihilation or decay in the Galaxy.
We use the summed unbinned likelihood function to combine
two data sets and the sliding windows technique to reduce the
uncertainty from the spectral shape of background emission.

No line signals or candidates with TS value P 9 are detected
with 5.0 years of DAMPE data (Fig. 2). The 95% C.L. constraints on
the annihilation cross section or decay lifetime, with proper
addressing of the systematic uncertainties, are presented. As
depicted in Fig. 3, most of our constraints are comparable to the
5.8-year results of Fermi-LAT thanks to the better energy resolution
and the smaller influence of the systematic uncertainties. For the
decaying DM, our lower limits on the decay lifetime are stronger

Fig. 3. The 95% C.L. constraints for different DM density profiles. (a–c) The rvh icc upper limits of annihilating DM assuming the (a) Einasto, (b) NFW and (c) Isothermal profile
respectively. (d) The scm lower limit of decaying DM assuming the NFW profile. Yellow (green) bands show the 68% (95%) expected containment obtained from 1000
simulations of background emission with systematic uncertainties involved. The red solid and purple dotted lines are the results with and without the systematic
uncertainties respectively. The blue dot-dashed lines show the 5.8-year Fermi-LAT constraints [26].
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Figure 2: Bore-sight alignment results from
three bright sources [8].

3UHOLPLQDU\

Figure 3: Gamma-ray counts map observed
by DAMPE up to 31 Dec. 2018, with Aitoff
projection in Galactic coordinate.

(a) Effective area [7] (b) Point-spread function [10] (c) Energy dispersion [10]

Figure 4: An example of the IRFs of DAMPE.

3. Bright Gamma-ray Source List

In this section, we present the blind search method and results of DAMPE bright gamma-ray
sources, and the sensitivity of DAMPE observation.

3.1 Blind Search for Sources

For searching sources observed by DAMPE, the data are selected with the energy range from
2 GeV to 2 TeV and time range up to 31 Dec 2018 for both Low-Energy-Trigger and High-Energy
Trigger events. The data are further split into 15 logarithmically spaced energy bins.

We perform our blind search by calculating an all-sky TS map with the pixel size of around
0.1◦. To speed up our analysis, we use 4◦ × 4◦ region of interests (ROIs) which are the pixels
of a HEALPix map [11] with NSIDE=16. In each ROI, an Galactic diffuse emission model
gll_iem_v06.fit from Fermi-LAT Collaboration [12] and an isotropic background with power-
law spectrum are included in the gamma-ray model. Then we try to add a point-source with a
power-law spectral type in each pixels of the ROI and test whether it is significantly shown. To do
so, a binned analysis is performed with the spectral shape of point source and the normalization of
Galactic and isotropic emissions free to fit. The test statistic (TS) value TS ! 2ln(Lwith/Lwithout) is
derived by optimizing the model with and without the assumed point source.

2

https://pos.sissa.it/358/576

Rich catalog of sources

Observations of gamma-ray sources with DAMPE Kai-Kai Duan

Figure 5: distribution of gamma-ray sources’ flux and index observed by DAMPE fitted with the PowerLaw
spectrum.

We associated these sources with Fermi-LAT’s 4FGL[12] to detemine the types of these54

sources. We calculate the separations between the sources observed by DAMPE and sources in55

4FGL, and consider the nearest source in 4FGL as the association of source observed by DAMPE.56

Fig 7 shows the separations distribution between sources observed by DAMPE and their associations57

in 4FGL. Fig 8 shows the types and spatial distribution of gamma-ray sources observed by DAMPE.58

Table 8 lists the types of sources observed by DAMPE.59

Table 1: The types of sources observed by DAMPE.

Type AGN Pulsar SNR and/or PWN binary globular cluster unassociated
Number 163 44 7 3 1 4

5. Summary60

After five years operation, DAMPE have collected more than 220,000 photons above 2 GeV.61

With the first five years’ data, we detected 222 gamma-ray sources observed by DAMPE and62

detemine the spectra of these sources. Most of sources favors PowerLaw spectrum, and 3 sources63

favors curved spectra. Associated with 4FGL, we determined the types of sources. Most of sources64

are associated with AGNs and pulsars.65
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for details). The fraction of cosmic ray contamination is K1:5%
above 10 GeV, as found in the simulations [40]. Therefore the over-
all systematic part of fractional signal is jdf sysjK2:0%.

To incorporate the systematic uncertainties, we replace the
likelihood function with [25,55]
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where rsys ¼ jdf sysj" beff is the standard deviation of systematic
uncertainty, and nsys describes the counts from the false signal.
The exposure and signal counts are also scaled according to the
uncertainties.

Our 95% C.L. constraints for different DM density profiles, after
addressing the systematic uncertainties, are shown in red solid
lines in Fig. 3. The expected 68% and 95% containment regions
obtained with 1000 simulations of the best-fit power-law null
model are also drawn in yellow and green bands, respectively,
which encompass almost all the fluctuations of the upper limits.
Most of our results are comparable to the 5.8-year results of Fermi-
LAT in blue dot-dashed lines with the systematic uncertainties
included. For the decaying DM, our lower limits on the decay life-
time are stronger than that from Fermi-LAT by a factor of ' 2 for
DMwith massK100 GeV. Even though DAMPE has a much smaller
data set than Fermi-LAT (DAMPE just has an acceptance peaking at
' 0:2 m2 sr [39], which is smaller than that of Fermi-LAT by a factor
of ' 10), a comparable or even better constraints are achieved for
DAMPE because of the much higher energy resolution and the

smaller impact of the systematic uncertainties, some of which
are contributed by the components below the lines.

5. Summary

DAMPE has an unprecedented high energy resolution due to its
thick BGO calorimeter, and therefore has an advantage in detecting
sharp structures. In this work, we use 5.0 years of DAMPE data to
search for spectral lines from 10 to 300 GeV. To improve the sensi-
tivity to line signals, two types of c-ray data sets, the LineSearch
and BgoOnly data sets, are developed. To our knowledge, this is
the first time to take the BgoOnly data into the scientific analysis
for the calorimeter-based c-ray observatories (Previously, the pro-
duction of calorimeter-only data was suggested by the Fermi-LAT
collaboration but so far such a kind of data is still unavailable).
We also make four ROIs optimized for DM density profiles for sig-
nals originating from the DM annihilation or decay in the Galaxy.
We use the summed unbinned likelihood function to combine
two data sets and the sliding windows technique to reduce the
uncertainty from the spectral shape of background emission.

No line signals or candidates with TS value P 9 are detected
with 5.0 years of DAMPE data (Fig. 2). The 95% C.L. constraints on
the annihilation cross section or decay lifetime, with proper
addressing of the systematic uncertainties, are presented. As
depicted in Fig. 3, most of our constraints are comparable to the
5.8-year results of Fermi-LAT thanks to the better energy resolution
and the smaller influence of the systematic uncertainties. For the
decaying DM, our lower limits on the decay lifetime are stronger

Fig. 3. The 95% C.L. constraints for different DM density profiles. (a–c) The rvh icc upper limits of annihilating DM assuming the (a) Einasto, (b) NFW and (c) Isothermal profile
respectively. (d) The scm lower limit of decaying DM assuming the NFW profile. Yellow (green) bands show the 68% (95%) expected containment obtained from 1000
simulations of background emission with systematic uncertainties involved. The red solid and purple dotted lines are the results with and without the systematic
uncertainties respectively. The blue dot-dashed lines show the 5.8-year Fermi-LAT constraints [26].
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where rsys ¼ jdf sysj" beff is the standard deviation of systematic
uncertainty, and nsys describes the counts from the false signal.
The exposure and signal counts are also scaled according to the
uncertainties.

Our 95% C.L. constraints for different DM density profiles, after
addressing the systematic uncertainties, are shown in red solid
lines in Fig. 3. The expected 68% and 95% containment regions
obtained with 1000 simulations of the best-fit power-law null
model are also drawn in yellow and green bands, respectively,
which encompass almost all the fluctuations of the upper limits.
Most of our results are comparable to the 5.8-year results of Fermi-
LAT in blue dot-dashed lines with the systematic uncertainties
included. For the decaying DM, our lower limits on the decay life-
time are stronger than that from Fermi-LAT by a factor of ' 2 for
DMwith massK100 GeV. Even though DAMPE has a much smaller
data set than Fermi-LAT (DAMPE just has an acceptance peaking at
' 0:2 m2 sr [39], which is smaller than that of Fermi-LAT by a factor
of ' 10), a comparable or even better constraints are achieved for
DAMPE because of the much higher energy resolution and the

smaller impact of the systematic uncertainties, some of which
are contributed by the components below the lines.

5. Summary

DAMPE has an unprecedented high energy resolution due to its
thick BGO calorimeter, and therefore has an advantage in detecting
sharp structures. In this work, we use 5.0 years of DAMPE data to
search for spectral lines from 10 to 300 GeV. To improve the sensi-
tivity to line signals, two types of c-ray data sets, the LineSearch
and BgoOnly data sets, are developed. To our knowledge, this is
the first time to take the BgoOnly data into the scientific analysis
for the calorimeter-based c-ray observatories (Previously, the pro-
duction of calorimeter-only data was suggested by the Fermi-LAT
collaboration but so far such a kind of data is still unavailable).
We also make four ROIs optimized for DM density profiles for sig-
nals originating from the DM annihilation or decay in the Galaxy.
We use the summed unbinned likelihood function to combine
two data sets and the sliding windows technique to reduce the
uncertainty from the spectral shape of background emission.

No line signals or candidates with TS value P 9 are detected
with 5.0 years of DAMPE data (Fig. 2). The 95% C.L. constraints on
the annihilation cross section or decay lifetime, with proper
addressing of the systematic uncertainties, are presented. As
depicted in Fig. 3, most of our constraints are comparable to the
5.8-year results of Fermi-LAT thanks to the better energy resolution
and the smaller influence of the systematic uncertainties. For the
decaying DM, our lower limits on the decay lifetime are stronger

Fig. 3. The 95% C.L. constraints for different DM density profiles. (a–c) The rvh icc upper limits of annihilating DM assuming the (a) Einasto, (b) NFW and (c) Isothermal profile
respectively. (d) The scm lower limit of decaying DM assuming the NFW profile. Yellow (green) bands show the 68% (95%) expected containment obtained from 1000
simulations of background emission with systematic uncertainties involved. The red solid and purple dotted lines are the results with and without the systematic
uncertainties respectively. The blue dot-dashed lines show the 5.8-year Fermi-LAT constraints [26].
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