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• Define Objective:
Ø Traditional decay-scheme generation
Ø A novel approach using graph theory representation (G.Demand & P. E. Garrett, 

University of Guelph)

• Reformulating the Problem:
Ø Generating matrix representation
Ø Numerical optimization

• Reformulating the Solution:
Ø Machine learning investigation
Ø Quantum Algorithms 

Outline



Analysis is very time consuming!

Building a Nuclear Decay Scheme



1D Gamma-Ray Singles Spectrum

Tamas Budner, 31Cl β-Delayed Proton Decay and Classical Nova Nucleosynthesis, PhD Thesis, MSU, 2022



2D Gamma-Gamma Coincidence Matrix

Tamas Budner, 31Cl β-Delayed Proton Decay and Classical Nova Nucleosynthesis, PhD Thesis, MSU, 2022



“Level-Centric” Decay Scheme



“Transition-Centric” Graph



Adjacency Matrix



Equations to Solve for Optimization



Equations to Solve for Optimization



Enforce 
constraints such 
as conservation 
of energy, non-
negative decay 
intensities, etc.

Machine Learning Tools for Level-Scheme Design



Level-Scheme Reconstruction



All three approaches are aimed at optimization, they differ in their underlying principles, the types of problems 
they are suited for, and the techniques they employ. QAOA is a parameterized quantum circuit algorithm for 

combinatorial optimization, Quantum Annealing is a method for finding the ground state of a quantum system to 
solve optimization problems, and Quantum Gradient Descent is a quantum optimization algorithm inspired by 

classical gradient descent methods.

Quantum Approximate 
Optimization Algorithm Quantum Annealing Quantum Gradient Descent

Quantum Algorithm Augmentation



Thank you!



Quantum Annealing
Quantum annealing is a quantum optimization technique that is inspired by the physical process of annealing, 
which is the gradual cooling of a material to reach its lowest energy state. Quantum annealing works by encoding 
the optimization problem into a Hamiltonian, which is a mathematical operator that describes the energy of a 
quantum system. The Hamiltonian has two terms: one that represents the objective function to be minimized, and 
one that induces quantum fluctuations. The algorithm starts with a high value of the quantum fluctuation term, 
which puts the system in a superposition of all possible states. Then, the algorithm gradually decreases the 
quantum fluctuation term and increases the objective function term, which drives the system towards the lowest 
energy state, which corresponds to the optimal solution.

Quantum annealing has been implemented on specialized hardware devices called quantum annealers, such as 
those developed by D-Wave Systems. Quantum annealers have thousands of qubits, which are the basic units of 
quantum information, and can solve large-scale optimization problems in seconds. However, quantum annealing 
also has some drawbacks, such as noise, decoherence, and limited connectivity between qubits. Moreover, 
quantum annealing is not guaranteed to find the global optimum, and may get stuck in local minima.



Quantum Approximate Optimization Algorithm (QAOA)
QAOA is a quantum optimization algorithm that is based on the idea of variational quantum algorithms, which 
are hybrid algorithms that combine quantum and classical computation. QAOA works by encoding the 
optimization problem into a Hamiltonian, similar to quantum annealing. However, instead of gradually changing 
the Hamiltonian, QAOA applies a sequence of unitary operators to an initial state, which are parameterized by 
some angles. The unitary operators are chosen to alternate between the objective function term and the 
quantum fluctuation term. The algorithm then measures the final state and evaluates the objective function 
value. The algorithm repeats this process for different values of the angles, and uses a classical optimizer to find 
the optimal values that minimize the objective function.QAOA has some advantages over quantum annealing, 
such as being more robust to noise and decoherence, and being able to run on general-purpose quantum 
computers. However, QAOA also has some challenges, such as requiring many measurements and classical 
optimization steps, and having a trade-off between the quality of the solution and the depth of the circuit.



Quantum Gradient Descent
Quantum gradient descent is another variational quantum algorithm that is inspired by the classical 
gradient descent method, which is one of the most widely used optimization techniques in machine 
learning. Quantum gradient descent works by encoding the optimization problem into a parametrized 
quantum circuit, which acts as an ansatz or a guess for the optimal state. The algorithm then measures the 
output of the circuit and evaluates the objective function value. The algorithm then computes the gradient 
of the objective function with respect to the parameters of the circuit, either analytically or numerically, and 
updates the parameters accordingly. The algorithm repeats this process until convergence or until a 
stopping criterion is met.

Quantum gradient descent has some benefits over classical gradient descent, such as being able to explore 
a larger space of possible solutions and being able to leverage quantum speedups for certain subroutines. 
However, quantum gradient descent also faces some difficulties, such as having high circuit complexity and 
measurement cost, and being sensitive to noise and barren plateaus.


