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ent in simulated and experimental data. The simulated
Mmin distribution is weighted according to the observed
di↵erences between the experimental and simulated dis-
tributions in p⇤3⇡. The impact on the result is found to
be 0.02MeV/c2.

Systematic uncertainties due to the simulation mis-
modeling of photon and neutral-pion reconstruction,
transverse-momentum resolution, track-finding, trigger
e�ciencies, and background processes are found to be
below or equal to 0.01MeV/c2 each.

E. Consistency checks

We check the stability of the result throughout vari-
ous data-taking periods and observe no evidence for a
time dependence. To exclude a potential dependence
of the measured ⌧ mass on the kinematic properties of
the three-pion system or the ⌧ -decay products, we di-
vide the data into sub-regions of various kinematic vari-
ables. Specifically, we use the cosine of the polar angle
of the three-pion system and the individual pions, M3⇡

and p3⇡, and the momentum of the highest-momentum
decay product. We obtain consistent results, indicat-
ing no significant unaccounted-for systematic e↵ects. Fi-
nally, we explicitly test for a dependence of the mea-
surement on the modeling of the ⌧ decay. In the ver-
sion of the TAUOLA program used for the simulation of
⌧ decays [39] the modeling of the three-pion mass dis-
tribution in the ⌧� ! ⇡�⇡+⇡�⌫⌧ channel is based on
form factors from Ref. [40]. As an alternative we use a
sample simulated with form factors based on resonance
chiral-Lagrangian currents for the hadronic ⌧ decays [41–
44]. Using 6.6 ab�1 of simulated samples, the fit to the
generator-level Mmin distributions of ⌧ decays simulated
with the two models show negligible variation in the re-
sulting P1 values. The P1 values from fits to the re-
constructed distributions are in agreement within 1.7�.
Therefore no additional source of systematic uncertainty
is considered.

VI. SUMMARY

We measure the mass of the ⌧ lepton to be

m⌧ = 1777.09± 0.08± 0.11MeV/c2 (7)

using e+e� ! ⌧+⌧� data collected with the Belle II de-
tector at a center-of-mass energy of

p
s = 10.579GeV and

corresponding to an integrated luminosity of 190 fb�1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8, 9] owing to the im-
proved event selection and momentum resolution of the
Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main
sources of systematic uncertainty arise from the knowl-
edge of the beam energy and from the uncertainty of
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Figure 5: Summary of the most precise ⌧ -mass measure-
ments [5–9] compared with the result of this work. The ver-
tical gray band indicates the average value of previous mea-
surements [32]. The inner bars represent the statistical uncer-
tainties, while the outer bars indicate the total uncertainties.

the charged-particle momentum correction. As shown in
Fig. 5, our result is consistent with previous measure-
ments [5–9] and is the most precise to date.

This work, based on data collected using the
Belle II detector, which was built and commis-
sioned prior to March 2019, was supported by Sci-
ence Committee of the Republic of Armenia Grant
No. 20TTCG-1C010; Australian Research Council and
research Grants No. DP200101792, No. DP210101900,
No. DP210102831, No. DE220100462, No. LE210100098,
and No. LE230100085; Austrian Federal Ministry of
Education, Science and Research, Austrian Science
Fund No. P 31361-N36 and No. J4625-N, and Horizon
2020 ERC Starting Grant No. 947006 “InterLeptons”;
Natural Sciences and Engineering Research Council
of Canada, Compute Canada and CANARIE; Na-
tional Key R&D Program of China under Contract
No. 2022YFA1601903, National Natural Science Foun-
dation of China and research Grants No. 11575017,
No. 11761141009, No. 11705209, No. 11975076,
No. 12135005, No. 12150004, No. 12161141008, and
No. 12175041, and Shandong Provincial Natural Science
Foundation Project ZR2022JQ02; the Ministry of Edu-
cation, Youth, and Sports of the Czech Republic under
Contract No. LTT17020 and Charles University Grant
No. SVV 260448 and the Czech Science Foundation
Grant No. 22-18469S; European Research Council,
Seventh Framework PIEF-GA-2013-622527, Horizon
2020 ERC-Advanced Grants No. 267104 and No. 884719,
Horizon 2020 ERC-Consolidator Grant No. 819127,
Horizon 2020 Marie Sklodowska-Curie Grant Agree-
ment No. 700525 ”NIOBE” and No. 101026516, and
Horizon 2020 Marie Sklodowska-Curie RISE project
JENNIFER2 Grant Agreement No. 822070 (European
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3Belle II Experiment at SuperKEKB

KEK, Japan

Belle

• Next generation -meson Factory searching for new physics at the intensity frontier. 

• Asymmetric-energy  collisions at or near  resonance (  GeV). 

• Targets integrated luminosity of   over experiment lifetime.  (Belle ~ , BaBar ~ )

B
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Belle II Physics Program

• Collision energy tuned to  (10.58 GeV). 

• >96% of  decay to entangled B meson pair. 
• Enables precise characterization of CKM matrix          

and Charge Parity violation. 

• Extensive charm, tau and dark sector physics programs 
also pursued.

Υ(4S)
Υ(4S)

• Precise determination of missing energy/momentum enabled by: 
✓Minimal collision pile-up  
✓Well-known initial conditions  
✓Hermetic detector with high detection efficiency for charged 

and neutral particles.
https://www2.kek.jp/en/press/2007/BellePress9e.html
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5Belle II Collaboration and 
Canadian Participation
• International collaboration of ~1,100 physicists from 

over 120 institutes, and 26 countries and regions. 
• Seven Canadian institutes. 
➡15 grant eligible, 1 computing physicist, 3 postdocs, 

11 graduate students, and 5 undergraduates.

    

U. British Columbia: 
C. Hearty, J. McKenna, M. De Nuccio, M. Wakai, D. Crook 

U. Victoria: 
M. Roney, R. Sobie, R. Kowalewski, T. Junginger, M. Ebert,               
T. Grammatico, A. Beaubien, N. Tessema,                           
S. Gholipourverki, S. Taylor 

McGill: 
A. Warburton, R. van Tonder, A. Fodor, T. Shillington,          
K. Chu, G. Leverick 

U. Manitoba: 
S. Longo, J. Mammei, W. Deconinck, M. Gericke, I. Na,     
S. Saha, A. Tseragotin, A. Shakib 

U. Alberta: 
S. Robertson 

St. Francis Xavier: 
H. Ahmed, E. Hunt, M. Penner 

TRIUMF: 
R. Baartman, T. Planche 
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6SuperKEKB Collider
• Targets final luminosity of  (~40x KEKB collider) 

• Achieved through novel nano-beams and higher beam currents.

8 × 1035cm−2s−1

Previous generation SuperKEKB nano-beams

Photo: KEK/Shota Takahashi

Vertical beam size = ~940 nm Vertical beam size = ~50 nm

Beam current doubled from KEKB

Vertical beam size at interaction point x20 smaller from KEKB 
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7SuperKEKB Operation

Peak Luminosity = 4.65×1034 cm-2s-1

• SuperKEKB has doubled the world-record for instantaneous luminosity since starting physics 
operation in 2019.  

• Peak luminosity of  achieved in most recent operating period.4.65 × 1034cm−2s−1



The SuperKEKB Collider

Previous world-record (LHC): 2.14×1034 cm-2s-1

Peak SuperKEKB Luminosity = 

Total Belle II Dataset =  
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9Belle II Detector

Magnet: 
1.5T superconducting

Vertex Detector: 
DEPFET pixel detector (2 layers) 
Double-sided silicon strip detector (4 layers)

Trigger: 
Hardware < 30 kHz 
Software < 10 kHz

Drift Chamber 
He(50%):C2H6(50%), Larger size relative 
to Belle, smaller cells, new electronics.

Operates as magnetic spectrometer 
with high detection efficiency for 
charged and neutral particles.

 and Muon detector 
Inner Barrel/Endcaps: Scintillating Strips 
Outer Barrel: Resistive Plate Counter

K0
L

Electromagnetic Calorimeter 
CsI(Tl) with waveform sampling 
5D Calorimetry: Position, energy, time, and 
pulse shape for particle ID.

Charged Particle Identification: 
Barrel: Time-of-Propagation counter 
Forward Endcap: Aerogel Ring-Imaging Cherenkov counter

• Canada provides ~11% of Belle II 
computing resources. 

• CFI-IF awarded for new Tier-1 data 
storage centre.
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Proposal 25 Belle II and Chiral Belle
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Figure 11: E�ciency of the 2GeV level 1 trigger as a function of incident photon energy
in radiative muon pair events. Note that the trigger is calibrated such that a 2GeV energy
deposit in the calorimeter trigger cluster (as opposed to a 2GeV incident energy photon)
will have an e�ciency of 50%.

4.6 Computing

The Canadian group is making significant contributions to Belle II computing. Canada is
one of the top countries in terms of overall production, providing approximately 11% of the
processing resources (Fig. 12). We are using cloud-based resources (managed at Victoria)
using our allocation of cloud resources and data storage from the Digital Research Alliance of
Canada (formerly Compute Canada). In 2022, the Belle II Canada group was allocated 4000
core-years and 800 TB of storage for the next three years (FY2022, FY2023 and FY2024).
The resources are used for both the generation of MC simulation data and data analysis.

The Institute of Particle Physics (IPP) has signed an MOU with KEK indicating that
Canada will provide a Raw Data Centre (Tier-1) for Belle II (equivalent to an LHC Tier-
1 facility). In 2020, we were awarded a $2 million grant from the Canada Foundation of
Innovation (CFI) for this project. The award should provide approximately 10,000 processor
cores and 15 PB of storage (Sobie is the Principal Investigator of the CFI award). The raw
data will be stored on disk, and during the early years of operation, the raw data will also
be copied to a tape backup system. The finalization of the CFI award has been delayed due
to sta�ng issues related to the pandemic, but it is expected to be completed before the end
of 2022. The plan is to be fully operational for the start of the next collision period in late
2023. In the interim period, we are operating a smaller, fully functional system. A small
amount of funds from the project award are used to support a computer-physicist to help
integrate our resources into the Belle II workload and data management systems at KEK.

The Canadian group provides its resources through a system in Victoria that unifies
multiple clouds from around the world. The resources are used by Belle II, ATLAS, DUNE,
and BABAR. For example, a 1000-core cloud in Melbourne, Australia for Belle II is part
of this cloud system and is managed by the servers in Victoria. Typically, 8000 compute
cores are shared by the projects using clouds in North America, Europe, and Australia, and
has used commercial clouds. The system was published in Computing and Software in Big
Science in 2020 [33].

10Belle II Dataset
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• Total dataset to-date is 427/fb. 

• Equivalent to BaBar dataset was achieved in 1/4 
the time and during pandemic. 

• Specialized “Dark Sector Triggers” (eg. single photon, 
single track), enabled for entire dataset. 

• Belle did not have single photon trigger,                 
and BaBar had only for ~10% of dataset.

Single Photon Level 1 Trigger Lines: 
• At least one photon with ECMS > 2 GeV  
• One ECMS > 1 GeV photon in barrel + no other energetic photons 
• One ECMS > 0.5 GeV photon in central barrel + no other energetic photons

e+e− → μ+μ−γ

2 GeV single photon 
trigger efficiency ~100%
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ent in simulated and experimental data. The simulated
Mmin distribution is weighted according to the observed
di↵erences between the experimental and simulated dis-
tributions in p⇤3⇡. The impact on the result is found to
be 0.02MeV/c2.

Systematic uncertainties due to the simulation mis-
modeling of photon and neutral-pion reconstruction,
transverse-momentum resolution, track-finding, trigger
e�ciencies, and background processes are found to be
below or equal to 0.01MeV/c2 each.

E. Consistency checks

We check the stability of the result throughout vari-
ous data-taking periods and observe no evidence for a
time dependence. To exclude a potential dependence
of the measured ⌧ mass on the kinematic properties of
the three-pion system or the ⌧ -decay products, we di-
vide the data into sub-regions of various kinematic vari-
ables. Specifically, we use the cosine of the polar angle
of the three-pion system and the individual pions, M3⇡

and p3⇡, and the momentum of the highest-momentum
decay product. We obtain consistent results, indicat-
ing no significant unaccounted-for systematic e↵ects. Fi-
nally, we explicitly test for a dependence of the mea-
surement on the modeling of the ⌧ decay. In the ver-
sion of the TAUOLA program used for the simulation of
⌧ decays [39] the modeling of the three-pion mass dis-
tribution in the ⌧� ! ⇡�⇡+⇡�⌫⌧ channel is based on
form factors from Ref. [40]. As an alternative we use a
sample simulated with form factors based on resonance
chiral-Lagrangian currents for the hadronic ⌧ decays [41–
44]. Using 6.6 ab�1 of simulated samples, the fit to the
generator-level Mmin distributions of ⌧ decays simulated
with the two models show negligible variation in the re-
sulting P1 values. The P1 values from fits to the re-
constructed distributions are in agreement within 1.7�.
Therefore no additional source of systematic uncertainty
is considered.

VI. SUMMARY

We measure the mass of the ⌧ lepton to be

m⌧ = 1777.09± 0.08± 0.11MeV/c2 (7)

using e+e� ! ⌧+⌧� data collected with the Belle II de-
tector at a center-of-mass energy of

p
s = 10.579GeV and

corresponding to an integrated luminosity of 190 fb�1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8, 9] owing to the im-
proved event selection and momentum resolution of the
Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main
sources of systematic uncertainty arise from the knowl-
edge of the beam energy and from the uncertainty of
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Figure 5: Summary of the most precise ⌧ -mass measure-
ments [5–9] compared with the result of this work. The ver-
tical gray band indicates the average value of previous mea-
surements [32]. The inner bars represent the statistical uncer-
tainties, while the outer bars indicate the total uncertainties.

the charged-particle momentum correction. As shown in
Fig. 5, our result is consistent with previous measure-
ments [5–9] and is the most precise to date.

This work, based on data collected using the
Belle II detector, which was built and commis-
sioned prior to March 2019, was supported by Sci-
ence Committee of the Republic of Armenia Grant
No. 20TTCG-1C010; Australian Research Council and
research Grants No. DP200101792, No. DP210101900,
No. DP210102831, No. DE220100462, No. LE210100098,
and No. LE230100085; Austrian Federal Ministry of
Education, Science and Research, Austrian Science
Fund No. P 31361-N36 and No. J4625-N, and Horizon
2020 ERC Starting Grant No. 947006 “InterLeptons”;
Natural Sciences and Engineering Research Council
of Canada, Compute Canada and CANARIE; Na-
tional Key R&D Program of China under Contract
No. 2022YFA1601903, National Natural Science Foun-
dation of China and research Grants No. 11575017,
No. 11761141009, No. 11705209, No. 11975076,
No. 12135005, No. 12150004, No. 12161141008, and
No. 12175041, and Shandong Provincial Natural Science
Foundation Project ZR2022JQ02; the Ministry of Edu-
cation, Youth, and Sports of the Czech Republic under
Contract No. LTT17020 and Charles University Grant
No. SVV 260448 and the Czech Science Foundation
Grant No. 22-18469S; European Research Council,
Seventh Framework PIEF-GA-2013-622527, Horizon
2020 ERC-Advanced Grants No. 267104 and No. 884719,
Horizon 2020 ERC-Consolidator Grant No. 819127,
Horizon 2020 Marie Sklodowska-Curie Grant Agree-
ment No. 700525 ”NIOBE” and No. 101026516, and
Horizon 2020 Marie Sklodowska-Curie RISE project
JENNIFER2 Grant Agreement No. 822070 (European
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Recent Belle II Physics Highlights

• Total of 22 papers published/accepted/submitted. (Belle II Journal Publications)  
• 10 papers published/accepted in last year. 
• This talk will highlight a subset of results from the past year.  

https://confluence.desy.de/display/BI/Journal+Publications
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13Testing Light-lepton Universality
• Standard Model predicts same electroweak coupling for all leptons “Lepton Flavour Universality” (LFU). 

• Precision  universality test completed with 189/fb using inclusive semileptonic decays with hadronic tag. 

• Background constrained with off-resonance data.  Yield measured with simultaneous fit to  and  spectra. 

• Work ongoing to extend to tau flavour. 

e − μ

pB
e pB

μ

Most precise test of  universality 
in semileptonic B decays

e − μ

Consistent with Standard Model prediction

arXiv:2301.08266 Accepted to Phys. Rev. Lett.

ℓ = e, μ
X = anythinge+e− → Υ(4S) →  fully reconstructed.Btag

B̄sig → Xℓν
B̄sigBtag

2

B-meson decays, R(Xe/µ) = B(B ! X e ⌫)/B(B ! X µ ⌫), a precision test of electron-muon

universality, using data corresponding to 189 fb
�1

from electron-positron collisions collected with

the Belle II detector. In events where the partner B meson is fully reconstructed, we use fits to the

lepton momentum spectra above 1.3 GeV/c to obtain R(Xe/µ) = 1.007± 0.009 (stat)± 0.019 (syst),

which is the most precise lepton-universality test of its kind and agrees with the standard-model

expectation.

In the standard model, all charged leptons share the
same electroweak coupling, a symmetry known as lep-
ton universality. Semileptonic B-meson decays involv-
ing the quark transition b ! c (e, µ, ⌧) ⌫ provide excel-
lent sensitivity to potential lepton-universality-violating
(LUV) physics. Persistent evidence for LUV in the rate
of semileptonic decays to ⌧ leptons relative to the light
leptons, ` 2 (e, µ), has been found in the combination of
results from the BaBar, Belle, and LHCb experiments [1–
8]. Previous direct searches for LUV between the light
leptons in semileptonic B-meson decays have measured
the branching-fraction ratio in a single exclusive charmed
hadron decay mode [9] or the shapes of kinematic distri-
butions of all decays to charmed hadrons [10].

We present here the first measurement of the in-
clusive branching-fraction ratio R(Xe/µ) = B(B !
X e ⌫)/B(B ! X µ ⌫), the most precise test of e � µ
universality in semileptonic B-meson decays to date. We
indicate with X the generic hadronic final state of the
semileptonic decay of any flavor of B meson originat-
ing from b ! c ` ⌫ or, rarely, b ! u ` ⌫ quark transi-
tions. We use a Belle II collision data set collected be-
tween 2019 and 2021 at a center-of-mass (c.m.) energy
of

p
s = 10.58 GeV, corresponding to the mass of the

⌥ (4S) resonance, which almost exclusively decays into a
pair of B mesons of opposite flavor (B0B0, B+B�). The
integrated luminosity of the data set is 189 fb�1, equiv-
alent to approximately 198 ⇥ 106 BB pairs. We use an
additional o↵-resonance collision data set, collected at
an energy 60MeV below the ⌥ (4S) resonance and corre-
sponding to an integrated luminosity of 18 fb�1, to de-
termine expected backgrounds from continuum processes
e+e� ! qq, where q indicates u, d, s, or c quarks. We
reconstruct B mesons decaying fully hadronically (the
partner B) and associate remaining particles with their
accompanying B meson (the signal B). We identify lep-
tons from among these remaining particles and extract
the signal yield from a fit to the distribution of pB` , the
lepton momentum in the rest frame of the signal B me-
son.

The Belle II detector [11, 12] operates at the
SuperKEKB asymmetric-energy electron-positron col-
lider [13] at KEK. The detector consists of several nested
subsystems arranged in a closed cylinder around the in-
teraction region and nearly coaxial with the beams. The
cylindrical portion is referred to as the barrel, which is
closed by the forward and backward endcaps. The inner-
most subsystem is the vertex detector, composed of two
layers of silicon pixels and four outer layers of silicon strip

detectors. During data collection for this analysis the
outermost pixel layer only covered 15% of the azimuthal
angle. Charged-particle trajectories (tracks) are recon-
structed by a small-cell drift chamber (CDC) filled with
a He (50%) and C2H6 (50%) gas mixture, which also
provides a measurement of ionization energy loss for par-
ticle identification. A Cherenkov-light imaging and time-
of-propagation detector provides charged pion and kaon
identification in the barrel region, while in the forward
endcap a proximity-focusing, ring-imaging Cherenkov de-
tector with an aerogel radiator is used. An electromag-
netic calorimeter (ECL) consisting of Cs(I) crystals pro-
vides photon and electron identification in the barrel and
both endcaps. All of the above subsystems are embedded
in a uniform 1.5 T magnetic field that is nearly aligned
with the electron beam and is generated by a supercon-
ducting solenoid situated outside the ECL. The outer-
most subsystem, the K0

L and muon identification detec-
tor, consists of scintillator strips in the endcaps and the
inner part of the barrel, and resistive plate chambers in
the outer barrel, interleaved with iron plates that serve
as a magnetic flux return yoke.

We use Monte Carlo simulation to produce signal and
background models, and to calculate reconstruction e�-
ciencies and detector acceptance. The processes are sim-
ulated with the EvtGen [14], PYTHIA [15], and KKMC [16]
software packages. Final-state radiation of photons from
stable charged particles is simulated using the PHOTOS
software package [17]. Detector simulation is performed
with the GEANT4 [18] software package. Simulated beam-
induced backgrounds are added to the events [19]. Events
are subsequently reconstructed and analyzed in the same
fashion as the collision data with the Belle II analy-
sis software framework, basf2 [20, 21]. The simulated
e+e� ! ⌥ (4S) ! BB samples contain known semilep-
tonic and hadronic B decays. The signal model includes
the following known exclusive decays (charge conjuga-
tion is implied throughout): B ! D ` ⌫, B ! D⇤ ` ⌫,
and B ! D⇤⇤ ` ⌫, where D⇤⇤ collectively indicates the
excited charmed states D⇤

0 , D0
1, D1, and D⇤

2 , whose
masses and widths are taken from Ref. [22]. The B !
D(⇤) ` ⌫ decays are modeled with the Boyd-Grinstein-
Lebed [23–25] form-factor parametrization. The mod-
eling of B ! D⇤⇤ ` ⌫ decays is based on the Bernlochner-
Ligeti-Robinson (BLR) model [26, 27].

Semileptonic B decays into the nonresonant final states
B ! D(⇤) ⇡ ⇡ ` ⌫ and B ! D(⇤) ⌘ ` ⌫ are used to model
the di↵erence between the sum of individual branch-

5

Figure 1: Same-charge control channel (left) and opposite-charge signal (right) spectra of the lepton momentum in
the Bsig rest frame, pB` , with the fit results overlaid. The background component mostly contains events with fake or
secondary leptons. The last bin contains overflow events. The hatched area shows the total statistical plus
systematic uncertainty, added in quadrature in each bin.

Table I: Statistical and systematic uncertainties on the
value of R(Xe/µ) from the most significant sources.

Source Uncertainty [%]

Sample size 0.9

Lepton identification 1.9

X ` ⌫ branching fractions 0.2

Xc ` ⌫ form factors 0.1

Total 2.1

of the two to be the uncertainty from that source. We
further validate these uncertainties by generating a large
number of test data sets obtained by modifying the simu-
lated data set, each corresponding to a specific systematic
variation, and observing the resulting variation in the ex-
tracted value of R(Xe/µ). The resulting uncertainties are
summarized in Table I. The largest uncertainty, of 1.9%,
is associated with the lepton-identification e�ciencies
and misidentification probabilities. In the R(Xe/µ) ratio,
branching-fraction and form-factor uncertainties largely
cancel, with residual uncertainties arising from coupling
between signal and background template shapes. Un-
certainties associated with track finding e�ciencies are
negligible.

We find an R(Xe/µ) value of

R(Xe/µ) = 1.007± 0.009 (stat)± 0.019 (syst), (2)

which agrees with a previous measurement from Belle
in exclusive B ! D⇤`⌫ decays [9]. In order to reduce
model dependence, we also provide a fiducial measure-
ment by recalculating Ngen

` of Eq. (1) in the restricted

phase space defined by selecting events with a generated
B-frame lepton momentum above 1.3 GeV/c, leading to
an overall scaling of R(Xe/µ) by 0.998. The result is

R(Xe/µ | pB` > 1.3 GeV/c) = 1.005± 0.009 (stat)

± 0.019 (syst).
(3)

In order to test the dependence of the result on the cho-
sen lower threshold on pB` , we measure R(Xe/µ) while
changing the nominal value of 1.3 GeV/c to 1.1, 1.2, and
1.4 GeV/c. The values are mutually consistent with a
p-value of 0.27, taking into account the correlations be-
tween uncertainties of the four measurements. Similarly,
the result is consistent between subsets of the full data
set when split by lepton charge, tag flavor, and by data-
taking period. We find that the bremsstrahlung recovery
procedure has negligible impact on the result. Further-
more, we check the impact on R(Xe/µ) of the modeling of
charmed D meson decays by varying the branching ratio
of each decay D ! K + anything within its uncertainty
as provided in Ref. [22] while fixing the total event nor-
malization. The e↵ect is negligible. No evidence for a
significant bias associated with the selection of a single
candidate in the case of multiple candidates as described
in Ref. [36] is observed.
Our result is the most precise branching fraction-

based test of electron-muon universality in semileptonic
B decays. The measurement in the full phase space,
Eq. 2, is consistent with the standard-model prediction
of 1.006± 0.001 [37].
This work, based on data collected using the Belle

II detector, which was built and commissioned prior to
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Figure 1: Spectrum of Mmin in experimental data (dots),
along with simulated background contributions from e+e� !
⌧+⌧� events with decays other than ⌧� ! ⇡�⇡+⇡�⌫⌧ (or-
ange area with solid line), e+e� ! qq̄ events (blue area with
dashed line), and other background sources (gray area with
dotted line).

the second pixel layer was installed when the data were
collected. Outside the CDC, a time-of-propagation de-
tector and an aerogel ring-imaging Cherenkov detector
cover the barrel and forward endcap regions, respectively.
The electromagnetic calorimeter (ECL), divided into the
forward endcap, barrel, and backward endcap, fills the re-
maining volume inside a 1.5 T superconducting solenoid
and is used to reconstruct photons and electrons. A K0

L
and muon detection system is installed in the iron flux
return of the solenoid. The z axis of the laboratory frame
is defined as the detector solenoid axis, with the positive
direction along the electron beam. The polar angle ✓ and
the transverse plane are defined relative to this axis.

Several processes contribute to the e+e� ! ⌧+⌧� sam-
ple as backgrounds, including e+e� ! qq̄ events, where
q indicates a u, d, c, or s quark; e+e� ! e+e�(�) and
µ+µ�(�) events; e+e� ! `+`�`+`� events, where ` is
a charged lepton; e+e� ! e+e�h+h� events, where h
indicates a pion, kaon, or proton; and e+e� ! e+e�nh
events with n > 2. We use simulated events to identify
discriminating features e↵ective to suppress these back-
grounds. The e+e� ! ⌧+⌧� process is generated using
the KKMC generator [13, 14]. The ⌧ decays are simu-
lated by TAUOLA [15] and their FSR by PHOTOS [16].
We use KKMC to simulate µ+µ�(�) and qq̄ produc-
tion; PYTHIA [17] for the fragmentation of the qq̄ pair;
BabaYaga@NLO [18–22] for e+e� ! e+e�(�) events;
and AAFH [23–25] and TREPS [26] for the production
of non-radiative final states `+`�`+`� and e+e�h+h�.
There is no generator to simulate the e+e� ! e+e�nh
process. The Belle II analysis software [27, 28] uses the
GEANT4 [29] package to simulate the response of the
detector to the passage of the particles.

II. EVENT SELECTION

In the e+e� center-of-mass frame, the ⌧ leptons are
produced in opposite directions. Thus, the decay prod-
ucts of one ⌧ are isolated from those of the other ⌧ , and
they are contained in opposite hemispheres. The bound-
ary between those hemispheres is the plane perpendicular
to the ⌧ flight direction, which is experimentally approxi-
mated by the thrust axis. The thrust axis is the unit vec-
tor t̂ that maximizes the thrust value

P
|t̂ · ~p ⇤

i |/
P

|~p ⇤
i |,

where ~p ⇤
i is the momentum of ith final-state particle in

the e+e�center-of-mass frame [30, 31].
We define the signal hemisphere as that containing

three charged particles, which are assumed to originate
from the ⌧� ! ⇡�⇡+⇡�⌫⌧ decay, and require that the
other hemisphere, named tag, contains only one charged
particle and up to one neutral pion. Thus, the tag side
contains leptonic (⌧+ ! e+⌫e⌫̄⌧ and ⌧+ ! µ+⌫µ⌫̄⌧ ) and
hadronic (predominantly ⌧+ ! h+⌫̄⌧ and ⌧+ ! h+⇡0⌫̄⌧
) ⌧ decays.
We select ⌧ -pair candidates by requiring the event to

contain exactly four charged particles with zero total
charge, each having a trajectory displaced from the av-
erage interaction point by less than 3 cm along the z
axis and less than 1 cm in the transverse plane to re-
duce the contamination of tracks originated from beam-
background interactions. No particle-identification re-
quirements are imposed on any of the charged particles.
The momenta of charged particles are scaled with fac-
tors that range from 0.99660 to 1.00077 depending on
the charge and cos ✓ to correct for imperfections in the
magnetic-field description used in the event reconstruc-
tion, misalignment of the detector, and material mis-
modeling. The correction factors are evaluated by mea-
suring the mass-peak position of high-yield samples of
D0 ! K�⇡+ decays reconstructed in data and compar-
ing them to the known value [32].

Neutral pions are identified as photon pairs with
masses between 115MeV/c2 and 152MeV/c2. Those pho-
tons are identified from ECL energy deposits (clusters),
reconstructed within the CDC acceptance, 17� < ✓ <
150�, to ensure they are not matched to any charged
particle. Depending on whether the photons are recon-
structed in the forward, barrel, or backward region of
the detector, requirements are di↵erent. Photon-energy
thresholds ranging from 60MeV to 600MeV suppress the
beam-induced backgrounds, which are larger in the end-
caps compared to the barrel region. Requirements on
the cosine of the angle between the momenta of the two
photons and on the momentum of the reconstructed neu-
tral pion reduce the combinatorial background from low-
energy photons.

The online event selection, trigger, is based on the en-
ergy deposits and their topologies in the ECL. The trigger
e�ciency is driven by the requirements of at least three
clusters with a topology inconsistent with a Bhabha event
and one of the clusters having an energy larger than 300
MeV. The trigger e�ciency in the experimental data is
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and convoluted with a double-Gaussian resolution func-
tion to account for the ISR, FSR, and detector resolution.
We approximate this function with the following expres-
sion:

F (Mmin) = 1� P3 · arctan
✓
Mmin � P1

P2

◆

+ P4(Mmin � P1) + P5(Mmin � P1)
2 . (5)

To determine the ⌧ mass, we perform an unbinned
maximum-likelihood fit [36] to the Mmin distribution in
the range [1.70, 1.85]GeV/c2 using Eq. 5. The parameter
P1 determines the edge position and therefore is an es-
timator of the ⌧ mass. The P2 parameter modifies the
slope of the threshold, while the rest of the parameters
describe the shape away from the edge. Fits to simulated
events in which the generated value of the ⌧ mass is varied
in the range [1772, 1782]MeV/c2, show that on average
P1 overestimates the ⌧ mass with a constant o↵set of
0.40± 0.03MeV/c2. This bias results from the empirical
parametrization of the Mmin distribution.

Figure 3 shows the Mmin distribution in the range
of [1.70, 1.85]GeV/c2 in data with the background pre-
dicted from simulation and the fit projection overlaid.
While the ⌧� ! ⇡�⇡+⇡�⌫⌧ events show a clear thresh-
old, the background processes are featureless around the
endpoint. Their contribution is described by the pa-
rameters P3, P4, and P5. The observed value P1 =
1777.49±0.08MeV/c2 is then corrected for the estimator
bias to obtain the measured ⌧ mass,

m⌧ = 1777.09± 0.08 MeV/c2, (6)

where the uncertainty is the statistical uncertainty of the
P1 parameter. The statistical precision of the result is
validated by generating simplified simulated experiments
based on Poisson statistics, as well as by re-sampling the
data based on bootstrapping techniques [37], and repeat-
ing the measurement on them.

V. SYSTEMATIC UNCERTAINTIES AND
CONSISTENCY CHECKS

The systematic uncertainties are grouped into cate-
gories associated with the knowledge of the colliding
beams, the reconstruction of the charged particles, the
fit model, and imperfections in the simulated data. Ta-
ble II summarizes the sources that contribute to the to-
tal uncertainty. The largest uncertainty arises from the
beam-energy correction, followed by the uncertainty on
the charged-particle momentum. The various systematic
uncertainties are added in quadrature, resulting in a total
systematic uncertainty of 0.11MeV/c2.

A. Knowledge of the colliding beams

The uncertainty on the
p
s measurement, as indicated

by the red band in Fig. 2, is on average around 0.75MeV
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Figure 3: Top: Spectrum of Mmin in experimental data (dots)
with fit result (solid blue line) and background contribution
(gray-filled area) overlaid. Bottom: Di↵erences between data
and fit result divided by the statistical uncertainties.

Source Uncertainty
[MeV/c2 ]

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector < 0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias < 0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and ⌧ decay 0.02
Neutral particle reconstruction e�ciency  0.01
Momentum resolution < 0.01
Tracking e�ciency correction < 0.01
Trigger e�ciency < 0.01
Background processes < 0.01

Total 0.11

Table II: Summary of systematic uncertainties in the ⌧ -mass
measurement.

and is dominated by systematic uncertainties. The es-
timation of

p
s from the B-meson energy relies on the

knowledge of the energy dependence of the e+e� ! BB̄
cross section, whose uncertainty is driven by the beam-
energy uncertainty of the BaBar measurement [33, 34].
An additional uncertainty originates from the uncertain-
ties in the average values of the charged (0.26MeV/c2)
and neutral (0.20MeV/c2) B-meson masses [32]. Since

•  mass is fundamental parameter of the Standard Model.  Uncertainty enters in precision tests of Lepton 
Flavour Universality, predictions of  branching fractions, and  measurements at -mass scale. 

• Analysis selects  events containing decay . 

• Assume neutrino co-linear with  to obtain:  

•  mass extracted from threshold of this distribution measured using fit to empirical function.

τ
τ αs τ

e+e− → τ+τ− τ− → π−π+π−ντ

⃗p 3π

τ

2

E. Wang , M.-Z. Wang , Z. Wang , A. Warburton , M. Watanabe , S. Watanuki , M. Welsch , C. Wessel ,
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We present a measurement of the ⌧ -lepton mass using a sample of about 175 million e+e� ! ⌧+⌧�

events collected with the Belle II detector at the SuperKEKB e+e� collider at a center-of-mass
energy of 10.579GeV. This sample corresponds to an integrated luminosity of 190 fb�1. We use the
kinematic edge of the ⌧ pseudomass distribution in the decay ⌧� ! ⇡�⇡+⇡�⌫⌧ and measure the ⌧
mass to be 1777.09 ± 0.08 ± 0.11MeV/c2, where the first uncertainty is statistical and the second
systematic. This result is the most precise to date.

The ⌧ -lepton mass, m⌧ , is one of the fundamental pa-
rameters of the standard model. An experimental de-
termination of m⌧ with the lowest possible uncertainty
has important consequences for tests of lepton-flavor-
universality between ⌧ and lighter leptons where the ⌧
mass enters to the fifth power [1] . Precise knowledge
of m⌧ is also important for the predictions of leptonic
and hadronic branching fractions of the ⌧ [2] and the de-
termination of the strong-interaction coupling ↵s at the
⌧ -mass scale [3, 4].

The most precise measurements of the ⌧ mass currently
available are reported in Table I. The BES [5], KEDR [6],
and BES III [7] collaborations measured the ⌧ mass by
analyzing the e+e� ! ⌧+⌧� cross-section near the ⌧+⌧�

production threshold. The Belle [8] and BaBar [9] mea-
surements use the pseudomass endpoint method [10] at
a center-of-mass energy near the ⌥(4S) mass. The high-
est precision to date has been achieved by the BES III
collaboration. While the statistical and systematic un-
certainties for the BES III measurement are of similar
size, the precision of the Belle and BaBar measurements
is limited by systematic uncertainties. For both experi-
ments the largest systematic uncertainties arose from the
knowledge of the beam energy and the momentum recon-
struction of the ⌧ -decay products.

Experiment m⌧ [MeV/c2 ]

BES [5] 1776.96 + 0.18
� 0.21

+ 0.25
� 0.17

KEDR [6] 1776.80 + 0.25
� 0.23 ± 0.15

BES III [7] 1776.91± 0.12 + 0.10
� 0.13

Belle [8] 1776.61± 0.13± 0.35
BaBar [9] 1776.68± 0.12± 0.41

Table I: Summary of most precise measurements of the ⌧ mass
to date.

In this paper, we report a measurement of m⌧ us-
ing a sample of about 175 million e+e� ! ⌧+⌧�

events recorded with the Belle II detector [11] at the
asymmetric-energy e+e� SuperKEKB collider [12]. The
data, collected between March 2019 and July 2021 near
the nominal center-of-mass energy of

p
s = 10.579GeV,

correspond to an integrated luminosity of 190 fb�1.
We determine m⌧ from the hadronic decays ⌧� !
⇡�⇡+⇡�⌫⌧ using the pseudomass endpoint method.
Charge-conjugate modes are implied throughout. As-

suming zero mass for the neutrino, the ⌧ mass is given
by

m⌧ =
q

M2
3⇡ + 2(E⇤

⌧ � E⇤
3⇡)(E

⇤
3⇡ � p⇤3⇡ cos↵

⇤). (1)

Here, and throughout the paper, quantities in the e+e�

center-of-mass frame are indicated by the asterisk. The
mass, energy, and momentum of the three-pion system
are denoted by M3⇡, E⇤

3⇡, and p⇤3⇡, respectively. The
energy of the ⌧ is given by E⇤

⌧ ; ↵
⇤ is the angle between

the momenta of the three-pion system and the neutrino.
The energy E⇤

⌧ is half of the e+e� center-of-mass energyp
s/2 up to corrections from initial state radiation (ISR)

from the e± beams and final state radiation (FSR) from
the ⌧ and its decay products. The pseudomass Mmin is
defined by setting ↵⇤ equal to 0 and therefore minimizing
Eq. 1 as

Mmin =
q
M2

3⇡ + 2(
p
s/2� E⇤

3⇡)(E
⇤
3⇡ � p⇤3⇡)  m⌧ .

(2)
In the absence of ISR and FSR, and assuming a per-
fect measurement of the four-momentum of the three-
pion system, the Mmin distribution extends up to m⌧ ,
where it has a sharp edge. The momentum resolution of
the detector and the energy loss through radiation smear
the endpoint position and introduce a tail towards larger
Mmin values. However, as seen in Fig. 1, an edge remains
in the observed Mmin distribution and is used to measure
the ⌧ mass. One challenge is to precisely measure the in-
puts to Eq. 2, namely the e+e� center-of-mass energyp
s and the momenta of the ⌧ -decay products. Another

challenge is to develop an empirical model to describe
the Mmin distribution. Any inaccuracy in either directly
impacts the ⌧ -mass determination.

I. THE BELLE II DETECTOR AND
SIMULATION

The Belle II detector consists of several subdetectors
arranged in a cylindrical structure around the e+e� inter-
action point [11]. Charged-particle trajectories (tracks)
are reconstructed by a two-layer silicon-pixel detector,
surrounded by a four-layer double-sided silicon-strip de-
tector and a central drift chamber (CDC). Only 15% of

Precise Measurement of the  Massτ
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and convoluted with a double-Gaussian resolution func-
tion to account for the ISR, FSR, and detector resolution.
We approximate this function with the following expres-
sion:

F (Mmin) = 1� P3 · arctan
✓
Mmin � P1

P2

◆

+ P4(Mmin � P1) + P5(Mmin � P1)
2 . (5)

To determine the ⌧ mass, we perform an unbinned
maximum-likelihood fit [36] to the Mmin distribution in
the range [1.70, 1.85]GeV/c2 using Eq. 5. The parameter
P1 determines the edge position and therefore is an es-
timator of the ⌧ mass. The P2 parameter modifies the
slope of the threshold, while the rest of the parameters
describe the shape away from the edge. Fits to simulated
events in which the generated value of the ⌧ mass is varied
in the range [1772, 1782]MeV/c2, show that on average
P1 overestimates the ⌧ mass with a constant o↵set of
0.40± 0.03MeV/c2. This bias results from the empirical
parametrization of the Mmin distribution.

Figure 3 shows the Mmin distribution in the range
of [1.70, 1.85]GeV/c2 in data with the background pre-
dicted from simulation and the fit projection overlaid.
While the ⌧� ! ⇡�⇡+⇡�⌫⌧ events show a clear thresh-
old, the background processes are featureless around the
endpoint. Their contribution is described by the pa-
rameters P3, P4, and P5. The observed value P1 =
1777.49±0.08MeV/c2 is then corrected for the estimator
bias to obtain the measured ⌧ mass,

m⌧ = 1777.09± 0.08 MeV/c2, (6)

where the uncertainty is the statistical uncertainty of the
P1 parameter. The statistical precision of the result is
validated by generating simplified simulated experiments
based on Poisson statistics, as well as by re-sampling the
data based on bootstrapping techniques [37], and repeat-
ing the measurement on them.

V. SYSTEMATIC UNCERTAINTIES AND
CONSISTENCY CHECKS

The systematic uncertainties are grouped into cate-
gories associated with the knowledge of the colliding
beams, the reconstruction of the charged particles, the
fit model, and imperfections in the simulated data. Ta-
ble II summarizes the sources that contribute to the to-
tal uncertainty. The largest uncertainty arises from the
beam-energy correction, followed by the uncertainty on
the charged-particle momentum. The various systematic
uncertainties are added in quadrature, resulting in a total
systematic uncertainty of 0.11MeV/c2.

A. Knowledge of the colliding beams

The uncertainty on the
p
s measurement, as indicated

by the red band in Fig. 2, is on average around 0.75MeV
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Figure 3: Top: Spectrum of Mmin in experimental data (dots)
with fit result (solid blue line) and background contribution
(gray-filled area) overlaid. Bottom: Di↵erences between data
and fit result divided by the statistical uncertainties.

Source Uncertainty
[MeV/c2 ]

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector < 0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias < 0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and ⌧ decay 0.02
Neutral particle reconstruction e�ciency  0.01
Momentum resolution < 0.01
Tracking e�ciency correction < 0.01
Trigger e�ciency < 0.01
Background processes < 0.01

Total 0.11

Table II: Summary of systematic uncertainties in the ⌧ -mass
measurement.

and is dominated by systematic uncertainties. The es-
timation of

p
s from the B-meson energy relies on the

knowledge of the energy dependence of the e+e� ! BB̄
cross section, whose uncertainty is driven by the beam-
energy uncertainty of the BaBar measurement [33, 34].
An additional uncertainty originates from the uncertain-
ties in the average values of the charged (0.26MeV/c2)
and neutral (0.20MeV/c2) B-meson masses [32]. Since
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ent in simulated and experimental data. The simulated
Mmin distribution is weighted according to the observed
di↵erences between the experimental and simulated dis-
tributions in p⇤3⇡. The impact on the result is found to
be 0.02MeV/c2.

Systematic uncertainties due to the simulation mis-
modeling of photon and neutral-pion reconstruction,
transverse-momentum resolution, track-finding, trigger
e�ciencies, and background processes are found to be
below or equal to 0.01MeV/c2 each.

E. Consistency checks

We check the stability of the result throughout vari-
ous data-taking periods and observe no evidence for a
time dependence. To exclude a potential dependence
of the measured ⌧ mass on the kinematic properties of
the three-pion system or the ⌧ -decay products, we di-
vide the data into sub-regions of various kinematic vari-
ables. Specifically, we use the cosine of the polar angle
of the three-pion system and the individual pions, M3⇡

and p3⇡, and the momentum of the highest-momentum
decay product. We obtain consistent results, indicat-
ing no significant unaccounted-for systematic e↵ects. Fi-
nally, we explicitly test for a dependence of the mea-
surement on the modeling of the ⌧ decay. In the ver-
sion of the TAUOLA program used for the simulation of
⌧ decays [39] the modeling of the three-pion mass dis-
tribution in the ⌧� ! ⇡�⇡+⇡�⌫⌧ channel is based on
form factors from Ref. [40]. As an alternative we use a
sample simulated with form factors based on resonance
chiral-Lagrangian currents for the hadronic ⌧ decays [41–
44]. Using 6.6 ab�1 of simulated samples, the fit to the
generator-level Mmin distributions of ⌧ decays simulated
with the two models show negligible variation in the re-
sulting P1 values. The P1 values from fits to the re-
constructed distributions are in agreement within 1.7�.
Therefore no additional source of systematic uncertainty
is considered.

VI. SUMMARY

We measure the mass of the ⌧ lepton to be

m⌧ = 1777.09± 0.08± 0.11MeV/c2 (7)

using e+e� ! ⌧+⌧� data collected with the Belle II de-
tector at a center-of-mass energy of

p
s = 10.579GeV and

corresponding to an integrated luminosity of 190 fb�1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8, 9] owing to the im-
proved event selection and momentum resolution of the
Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main
sources of systematic uncertainty arise from the knowl-
edge of the beam energy and from the uncertainty of

1776 1776.5 1777
]2c [MeV/τm

BES (1996)
-0.17
+0.25  -0.21

+0.181776.96  

BELLE (2007)
 0.35± 0.13 ±1776.61 

KEDR (2007)
 0.15± -0.23

+0.251776.81  

BaBar (2009)
 0.41± 0.12 ±1776.68 

BES III (2014)
-0.13
+0.10 0.12  ±1776.91 

Belle II Preliminary (2023)
 0.11± 0.08 ±1777.09 

PDG Average (2022)
 0.12±1776.86 

Figure 5: Summary of the most precise ⌧ -mass measure-
ments [5–9] compared with the result of this work. The ver-
tical gray band indicates the average value of previous mea-
surements [32]. The inner bars represent the statistical uncer-
tainties, while the outer bars indicate the total uncertainties.

the charged-particle momentum correction. As shown in
Fig. 5, our result is consistent with previous measure-
ments [5–9] and is the most precise to date.
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approximately 92%.
Background from qq̄ production is suppressed by re-

jecting events containing neutral pions in the signal hemi-
sphere or more than one neutral pion in the tag hemi-
sphere. Events with photons of energy greater than
0.2GeV that are not used in neutral-pion reconstruc-
tion are also rejected. In order to suppress e+e�(�),
µ+µ�(�), `+`�`+`�, and e+e�h+h� events, which are
characterized by low-momentum charged particles, we
rank the three charged particles in the signal hemisphere
in decreasing order of transverse momenta and ensure
that their values exceed 0.6, 0.2, and 0.1GeV/c. We
further reject events from qq̄, e+e�(�), and e+e�(nh)
processes by restricting the thrust value and the vis-
ible center-of-mass energy of the event, E⇤

vis, that is
the sum of all reconstructed particles’ energies, to be
within ranges of [0.87,0.97] and [2.5, 9.0]GeV, respec-
tively. We remove most of the remaining background
with requirements on the magnitude of the missing mo-
mentum, 0.05 < p⇤miss < 3.5GeV/c, on its polar angle,
0.5 < ✓⇤miss < 2.7 rad, and on the square of the miss-
ing mass, 0 < M2

miss < 54GeV2/c4. The missing mo-
mentum is the di↵erence between the momenta of the
initial e+e� and that of all reconstructed particles in
the event, while the square of missing mass is defined
as M2

miss = (
p
s� E⇤

vis)
2 � (p⇤miss)

2.
After all requirements, we observe 583192 events in the

experimental data in the Mmin range [1.70, 1.85]GeV/c2.
The signal-reconstruction e�ciency in this region is 2.3%,
and the purity of the sample is 90%. Among the signal
events, around 56% are lepton tagged and the remaining
events are hadron tagged. The dominant backgrounds
are from the e+e� ! qq̄ processes (6.4%), followed by
e+e� ! ⌧+⌧� with decays other than ⌧� ! ⇡�⇡+⇡�⌫⌧
in the signal hemisphere (2.0%).

III. BEAM ENERGY

The computation of Mmin relies on the knowledge of
the e+e� center-of-mass energy. We exploit the fact that
the collision energy is just slightly above the kinematic-
production threshold for BB̄ pairs and measure the B-
meson energy, E⇤

B , using fully reconstructed neutral and
charged B-meson decays,

E⇤
B =

q
m2

B + (p⇤B)
2 ⇡ mB +

1

2mB
(p⇤B)

2. (3)

Here p⇤B and mB are the momentum and mass of the B
meson. A maximum-likelihood fit is performed to the E⇤

B
distribution to determine its peak position. The collision
energy

p
s is obtained from E⇤

B after correcting for the
e↵ect of ISR and by accounting for the energy depen-
dence of the e+e� ! BB̄ cross-section [33, 34] using the
following procedure.

We use a model where the center-of-mass energy of the
colliding particles is described by a Gaussian of width �p

s

about a mean value
p
s, where

p
s and �p

s vary slowly
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Figure 2: Corrected center-of-mass energy
p
s (solid) and

center-of-mass energy of BB̄ pair 2E⇤
B (dashed blue line) as

functions of data-taking time, expressed in terms of chrono-
logically ordered event numbers. The horizontal dashed line
represents the nominal center-of-mass energy,

p
snominal =

10.579GeV, and the vertical dashed lines indicate the start
of di↵erent data-taking periods. The 68.3% confidence level
band of

p
s is displayed as shaded area.

during data-taking. The e+e� ! BB̄ cross-section is
then given by

d2�

dx d
p
s0

= G(
p
s0�

p
s,�p

s)W (s0, x)�0(s
0(1�x)), (4)

where
p
s0 is the event-by-event center-of-mass energy,

x is the fraction of energy carried by the ISR pho-
ton [35], and G is the Gaussian distribution. The photon-
emission probability is described by the function W , and
�0 is the Born cross-section for e+e� ! BB̄ [34]. In
terms of these quantities, the B-meson energy is given
by E⇤

B = 1
2

p
s0(1� x). We use events simulated ac-

cording to Eq. 4 to establish a mapping between the
corrected quantities (

p
s,�p

s) and observed quantities
(E⇤

B ,�E⇤
B
). The inverse of this mapping is used to ob-

tain corrected values for the center-of-mass energy
p
s as

a function of data-taking time. The results are shown
in Fig. 2. During the 2019 and early 2020 data-taking
periods, the

p
s value is around 2MeV above the nomi-

nal value
p
snominal = 10.579GeV. It then drifts to lower

values where it stabilizes at around 6MeV below the nom-
inal value by the middle of the 2021 data-taking period.

IV. METHOD

To reduce experimenter’s bias, we validate the method
of the ⌧ -mass measurement and estimate the statistical
and systematic uncertainties before looking at the cen-
tral value of the result. The Mmin distribution around
the edge can be empirically described as a Heaviside
step function multiplied by second-order polynomials,
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We present a measurement of the ⌧ -lepton mass using a sample of about 175 million e+e� ! ⌧+⌧�

events collected with the Belle II detector at the SuperKEKB e+e� collider at a center-of-mass
energy of 10.579GeV. This sample corresponds to an integrated luminosity of 190 fb�1. We use the
kinematic edge of the ⌧ pseudomass distribution in the decay ⌧� ! ⇡�⇡+⇡�⌫⌧ and measure the ⌧
mass to be 1777.09 ± 0.08 ± 0.11MeV/c2, where the first uncertainty is statistical and the second
systematic. This result is the most precise to date.

The ⌧ -lepton mass, m⌧ , is one of the fundamental pa-
rameters of the standard model. An experimental de-
termination of m⌧ with the lowest possible uncertainty
has important consequences for tests of lepton-flavor-
universality between ⌧ and lighter leptons where the ⌧
mass enters to the fifth power [1] . Precise knowledge
of m⌧ is also important for the predictions of leptonic
and hadronic branching fractions of the ⌧ [2] and the de-
termination of the strong-interaction coupling ↵s at the
⌧ -mass scale [3, 4].

The most precise measurements of the ⌧ mass currently
available are reported in Table I. The BES [5], KEDR [6],
and BES III [7] collaborations measured the ⌧ mass by
analyzing the e+e� ! ⌧+⌧� cross-section near the ⌧+⌧�

production threshold. The Belle [8] and BaBar [9] mea-
surements use the pseudomass endpoint method [10] at
a center-of-mass energy near the ⌥(4S) mass. The high-
est precision to date has been achieved by the BES III
collaboration. While the statistical and systematic un-
certainties for the BES III measurement are of similar
size, the precision of the Belle and BaBar measurements
is limited by systematic uncertainties. For both experi-
ments the largest systematic uncertainties arose from the
knowledge of the beam energy and the momentum recon-
struction of the ⌧ -decay products.

Experiment m⌧ [MeV/c2 ]

BES [5] 1776.96 + 0.18
� 0.21

+ 0.25
� 0.17

KEDR [6] 1776.80 + 0.25
� 0.23 ± 0.15

BES III [7] 1776.91± 0.12 + 0.10
� 0.13

Belle [8] 1776.61± 0.13± 0.35
BaBar [9] 1776.68± 0.12± 0.41

Table I: Summary of most precise measurements of the ⌧ mass
to date.

In this paper, we report a measurement of m⌧ us-
ing a sample of about 175 million e+e� ! ⌧+⌧�

events recorded with the Belle II detector [11] at the
asymmetric-energy e+e� SuperKEKB collider [12]. The
data, collected between March 2019 and July 2021 near
the nominal center-of-mass energy of

p
s = 10.579GeV,

correspond to an integrated luminosity of 190 fb�1.
We determine m⌧ from the hadronic decays ⌧� !
⇡�⇡+⇡�⌫⌧ using the pseudomass endpoint method.
Charge-conjugate modes are implied throughout. As-

suming zero mass for the neutrino, the ⌧ mass is given
by

m⌧ =
q

M2
3⇡ + 2(E⇤

⌧ � E⇤
3⇡)(E

⇤
3⇡ � p⇤3⇡ cos↵

⇤). (1)

Here, and throughout the paper, quantities in the e+e�

center-of-mass frame are indicated by the asterisk. The
mass, energy, and momentum of the three-pion system
are denoted by M3⇡, E⇤

3⇡, and p⇤3⇡, respectively. The
energy of the ⌧ is given by E⇤

⌧ ; ↵
⇤ is the angle between

the momenta of the three-pion system and the neutrino.
The energy E⇤

⌧ is half of the e+e� center-of-mass energyp
s/2 up to corrections from initial state radiation (ISR)

from the e± beams and final state radiation (FSR) from
the ⌧ and its decay products. The pseudomass Mmin is
defined by setting ↵⇤ equal to 0 and therefore minimizing
Eq. 1 as

Mmin =
q
M2

3⇡ + 2(
p
s/2� E⇤

3⇡)(E
⇤
3⇡ � p⇤3⇡)  m⌧ .

(2)
In the absence of ISR and FSR, and assuming a per-
fect measurement of the four-momentum of the three-
pion system, the Mmin distribution extends up to m⌧ ,
where it has a sharp edge. The momentum resolution of
the detector and the energy loss through radiation smear
the endpoint position and introduce a tail towards larger
Mmin values. However, as seen in Fig. 1, an edge remains
in the observed Mmin distribution and is used to measure
the ⌧ mass. One challenge is to precisely measure the in-
puts to Eq. 2, namely the e+e� center-of-mass energyp
s and the momenta of the ⌧ -decay products. Another

challenge is to develop an empirical model to describe
the Mmin distribution. Any inaccuracy in either directly
impacts the ⌧ -mass determination.

I. THE BELLE II DETECTOR AND
SIMULATION

The Belle II detector consists of several subdetectors
arranged in a cylindrical structure around the e+e� inter-
action point [11]. Charged-particle trajectories (tracks)
are reconstructed by a two-layer silicon-pixel detector,
surrounded by a four-layer double-sided silicon-strip de-
tector and a central drift chamber (CDC). Only 15% of

https://arxiv.org/abs/2305.19116
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Invisible  SearchZ′ 

• Search for massive  vector boson with coupling to only muon and tau (  extension of SM). 

• Predicts dark matter candidate and could explain current muon  tension.` 

• Search completed at Belle II via   

Z′ Lμ − Lτ

g − 2

e+e− → μ+μ−Z′ , Z′ → Invisible

e+

μ−

μ+

Z′ 

χ

χ̄

γ*

e−

Recoil mass computed with detected 
muons peaks at  mass. Z′ 

B. Shuve and I. Yavin, Phys. Rev. D 89, 113004 (2014).  
W. Altmannshofer, S. Gori, S. Profumo, and F. S. Queiroz,  J. High Energy Phys. 12 (2016) 106.  
W. Altmannshofer, S. Gori, M. Pospelov, and I. Yavin, Phys.  Rev. Lett. 113, 091801 (2014). 
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17Invisible Z’ Search
• Backgrounds arise from: 

 where photon is not reconstructed 

 neutrinos escape detector 

 with  not in acceptance

e+e− → μ+μ−(γ)
e+e− → τ+τ−(γ)
e+e− → e+e−μ+μ− e+e−

• No significant excess observed in 79.7/fb.   

• Part of  parameter space, which could explain 
muon  tension is excluded. 

Z′ 

g − 2

Belle II Collaboration Phys. Rev. Lett. 130, 231801 (2023) 

after observing a large data-simulation disagreement in the
signal region compatible with photon-veto inefficiency. The
photon-veto inefficiencies measured with the ee control
sample are used to correct the expected μμ background.
We estimate systematic uncertainties on the signal

efficiency and on the signal and background template
shapes. The uncertainties on the template shapes independ-
ently affect each of the bins contained within the templates.
Uncertainties in selection efficiencies due to data-

simulation mismodeling are studied by comparing data
and simulation in the μμγ and eμ control samples in three
M2

recoil ranges: ½−0.5; 9", [9,36], ½36; 81" GeV2=c4. The two
control samples provide complementary coverage of the
M2

recoil range, with μμγ addressing the lower region and eμ
covering the higher. Systematic uncertainties due to data-
simulation mismodeling in the trigger, luminosity, tracking
efficiency, muon identification, background cross sections,
and effect of the selections are collectively evaluated
through data-simulation comparison before the application
of the Punzi-net. Systematic uncertainties due to the Punzi-
net selection-efficiency differences in data and simulation
are evaluated by studying its efficiencies, as they are
indicators of the performances for the signal-like background
component. The differences from unity of the data-to-
simulation ratios of event yields before the Punzi-net
application and of the Punzi-net efficiencies in the three
M2

recoil ranges are summed in quadrature and found to be 2.7,
6.5, and 8.3%, respectively. These differences are assigned as
systematic uncertainties on the signal efficiency.
The recoil mass resolution is studied using the μμγ

sample. The width of theM2
recoil distribution is 8% larger in

data than in simulation. This translates to a systematic
uncertainty of 10% on the signal template shape.
Systematic uncertainties due to background shapes are

evaluated using the μμγ and eμ samples. We compute the
standard deviation of the bin-by-bin data-to-simulation
ratios of the number of events for each search window.
To be conservative, we assign twice the largest of these
standard deviations in each of the threeM2

recoil ranges as an
uncertainty for the shape in the respective M2

recoil ranges.
We use the μμγ control sample forM2

recoil up to 56 GeV2=c4

and the eμ control sample above. The resulting uncertain-
ties are 3.2, 8.6, and 25% in the three M2

recoil ranges.
Uncertainties on the background template shape from the

photon-veto inefficiency are studied using the ee control
sample and are on average 34% for M2

recoil < 1 GeV2=c4,
decreasing to 5% above 1 GeV2=c4. We assign a systematic
uncertainty of 1% to themeasured integrated luminosity [27].
The observed and expected M2

recoil distributions are
shown in Fig. 1. We find no significant excess of data
above the expected background. The χ2 value describing
the goodness of the two-dimensional fit is acceptable for
each test Z0 mass with the largest incompatibility corre-
sponding to a p value of 0.05. The largest local significance

is 2.8σ for MZ0 ¼ 2.352 GeV=c2. The global significance
of this excess after correcting for the look-elsewhere
effect [47] is 0.7σ.
The 90% C.L. upper limits on the cross section for the

process eþe− → μþμ−Z0 with Z0 invisible, σðeþe− →
μþμ−Z0; Z0 → invisibleÞ ¼ σðeþe− → μþμ−Z0Þ × BðZ0 →
invisibleÞ, are shown in Fig. 2 as functions ofMZ0 , alongwith
the 1σ and 2σ bands of expected limits (the median limits
from background-only simulated samples). We set upper
limits as small as 0.2 fb. In addition, we show upper limits for
the benchmark scenario in which we assume non-negligible
ΓZ0 . Our upper limits are dominated by statistical uncertain-
ties for MZ0 < 6 GeV=c2, where systematic uncertainties
degrade them by less than 5%. Above 6 GeV=c2, upper
limits are dominated by systematic uncertainties (mainly due
to background shapes), degrading them by about 40%.
Cross section results are translated into 90% CL upper

limits on the coupling g0. In both fully invisible and vanilla

FIG. 1. Squared recoil mass spectrum of the μþμ− sample,
compared with the stacked contributions from the various
simulated background samples normalized (for illustrative pur-
poses) to the integrated luminosity.

FIG. 2. Observed 90% C.L. upper limits on the cross section
σðeþe− → μþμ−Z0; Z0 → invisibleÞ as functions of the Z0 mass
for the cases of negligible ΓZ0 and for ΓZ0 ¼ 0.1MZ0. Also shown
are previous limits from Belle II [26].
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models, we focus on the direct-search results and do not
show constraints obtained from reanalyses of data from
neutrino experiments [7,48,49].
Figure 3 presents limits in the fully invisible Lμ − Lτ

model for the cases of negligible and non-negligible ΓZ0 .
For the case of negligible ΓZ0 , these constraints hold for
MZ0 ≲ 6.5 GeV=c2. Above this mass, there is no value of
αD that produces both a negligible width and
BðZ0 → χχ̄Þ ≈ 1, given the values of g0 being probed.
Numerical values in Fig. 3 can still be used, but need to
be rescaled by 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BðZ0 → χχ̄Þ

p
, which depends on αD. We

also show limits from NA64-e [25] and the previous Belle
II search [26]. Our results are world-leading for direct
searches of Z0 with masses above 11.5 MeV=c2. They are
the first direct-search results to exclude at 90% C.L. the
fully invisible-Z0 model as an explanation of the ðg − 2Þμ
anomaly for 0.8 < MZ0 < 5.0 GeV=c2.
Figure 4 presents limits in the vanilla Lμ − Lτ model.

Our results are world leading for direct searches of Z0 in the
mass range 11.5 to 211 MeV=c2. More stringent limits are
from NA64-e [26] below 11 MeV=c2 and from Belle [22],
BABAR [21], and CMS [23] searches for Z0 → μþμ−

above 211 MeV=c2.
Additional plots, including indirect constraints from

neutrino experiments and detailed numerical results, are
provided in the Supplemental Material [50].
In summary, we search for an invisibly decaying Z0

boson in the process eþe− → μþμ−Z0 using data corre-
sponding to 79.7 fb−1 collected by Belle II at SuperKEKB
in 2019–2020. We find no significant excess above the
expected background and set 90% C.L. upper limits on the

coupling g0 ranging from 3 × 10−3 at low Z0 masses to 1 for
a mass of 8 GeV=c2. These are world-leading direct-search
results for Z0 masses above 11.5 MeV=c2 in the fully
invisible Lμ − Lτ model and for masses in the range 11.5 to
211 MeV=c2 in the vanilla Lμ − Lτ model. These limits are
the first direct-search results excluding a fully invisible-
Z0-boson model as an explanation of the ðg − 2Þμ anomaly
for 0.8 < MZ0 < 5.0 GeV=c2.
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FIG. 3. Observed 90% C.L. upper limits on the coupling g0 for
the fully invisible Lμ − Lτ model as functions of the Z0 mass for
the cases of negligible ΓZ0 and for ΓZ0 ¼ 0.1MZ0. Also shown are
previous limits from NA64-e [25] and Belle II [26] searches. The
red band shows the region that explains the measured value of
the muon anomalous magnetic moment ðg − 2Þμ % 2σ [2]. The
vertical dashed line indicates the limit beyond which the
hypothesis BðZ0 → χχ̄Þ ≈ 1 is not respected in the negligible
ΓZ0 case.

FIG. 4. Observed 90% C.L. upper limits on the coupling g0 for
the vanilla Lμ − Lτ model as functions of the Z0 mass. Also
shown are previous limits from Belle II [26] and NA64-e [25]
searches for invisible Z0 decays, and from Belle [22], BABAR
[21], and CMS [23] searches for Z0 decays to muons (at 95%
C.L.). The red band shows the region that explains the muon
anomalous magnetic moment ðg − 2Þμ % 2σ [2].
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ent in simulated and experimental data. The simulated
Mmin distribution is weighted according to the observed
di↵erences between the experimental and simulated dis-
tributions in p⇤3⇡. The impact on the result is found to
be 0.02MeV/c2.

Systematic uncertainties due to the simulation mis-
modeling of photon and neutral-pion reconstruction,
transverse-momentum resolution, track-finding, trigger
e�ciencies, and background processes are found to be
below or equal to 0.01MeV/c2 each.

E. Consistency checks

We check the stability of the result throughout vari-
ous data-taking periods and observe no evidence for a
time dependence. To exclude a potential dependence
of the measured ⌧ mass on the kinematic properties of
the three-pion system or the ⌧ -decay products, we di-
vide the data into sub-regions of various kinematic vari-
ables. Specifically, we use the cosine of the polar angle
of the three-pion system and the individual pions, M3⇡

and p3⇡, and the momentum of the highest-momentum
decay product. We obtain consistent results, indicat-
ing no significant unaccounted-for systematic e↵ects. Fi-
nally, we explicitly test for a dependence of the mea-
surement on the modeling of the ⌧ decay. In the ver-
sion of the TAUOLA program used for the simulation of
⌧ decays [39] the modeling of the three-pion mass dis-
tribution in the ⌧� ! ⇡�⇡+⇡�⌫⌧ channel is based on
form factors from Ref. [40]. As an alternative we use a
sample simulated with form factors based on resonance
chiral-Lagrangian currents for the hadronic ⌧ decays [41–
44]. Using 6.6 ab�1 of simulated samples, the fit to the
generator-level Mmin distributions of ⌧ decays simulated
with the two models show negligible variation in the re-
sulting P1 values. The P1 values from fits to the re-
constructed distributions are in agreement within 1.7�.
Therefore no additional source of systematic uncertainty
is considered.

VI. SUMMARY

We measure the mass of the ⌧ lepton to be

m⌧ = 1777.09± 0.08± 0.11MeV/c2 (7)

using e+e� ! ⌧+⌧� data collected with the Belle II de-
tector at a center-of-mass energy of

p
s = 10.579GeV and

corresponding to an integrated luminosity of 190 fb�1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8, 9] owing to the im-
proved event selection and momentum resolution of the
Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main
sources of systematic uncertainty arise from the knowl-
edge of the beam energy and from the uncertainty of

1776 1776.5 1777
]2c [MeV/τm

BES (1996)
-0.17
+0.25  -0.21

+0.181776.96  

BELLE (2007)
 0.35± 0.13 ±1776.61 

KEDR (2007)
 0.15± -0.23

+0.251776.81  

BaBar (2009)
 0.41± 0.12 ±1776.68 

BES III (2014)
-0.13
+0.10 0.12  ±1776.91 

Belle II Preliminary (2023)
 0.11± 0.08 ±1777.09 

PDG Average (2022)
 0.12±1776.86 

Figure 5: Summary of the most precise ⌧ -mass measure-
ments [5–9] compared with the result of this work. The ver-
tical gray band indicates the average value of previous mea-
surements [32]. The inner bars represent the statistical uncer-
tainties, while the outer bars indicate the total uncertainties.

the charged-particle momentum correction. As shown in
Fig. 5, our result is consistent with previous measure-
ments [5–9] and is the most precise to date.
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• First evaluations of pulse shape 
discrimination performance over time.

Successful PSD fit fraction over time 
Crystal 2987

Hadron-like 
pulse shapes

Photon-like 
pulse shapes

Arina Tseragotin 
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20Machine Learning to Improve Position 
Reconstruction in the Calorimeter 
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• Known bias in calorimeter reconstruction tends to put photon position towards the center of the crystal. 

• Limits high-momentum  mass resolution. 
• Feedforward neural network trained to improve position reconstruction of a photon in the calorimeter. 

π0

• Network uses energies of 5  5 grid of crystals in 
photon cluster to predict photon position. 

• Network reduces bias and improves high-momentum 
 mass resolution by 7%. 

• Paper in preparation.

×

π0

Miho Wakai

Photon  along crystal face (~6 cm)θ
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21
Inclusive analysis of B → Xuℓν

• Semileptonic -meson decays play a critical role in the determination of the 
CKM quark- mixing matrix elements  and . 

•Measurement of branching fraction of decays via: 

Inclusive and untagged analysis: Only the outgoing lepton is selected and the 
companion B meson is not reconstructed.  

•Use endpoint region of the lepton momentum (  GeV) in the CM 

frame to avoid the dominant background from the decay 

𝐵
|𝑉𝑢𝑏 | |𝑉𝑐𝑏 |

𝐵 → 𝑋𝑢ℓ𝜈 

p*ℓ > 2.0
𝐵 → 𝑋𝑐ℓ𝜈 

𝑒−𝜇−

Andrea Fodor
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• Dark photon is a spin-1 gauge boson that would mediate the dark EM force.  
• Interacts through kinetic mixing with Standard Model photon. 
• If dark photon is allowed kinematically to decay to dark matter, detector signature is a single high 

energy photon. 
• Belle II will explore parameter space consistent with observed relic DM abundance.

Daniel Crook 
Michael De Nuccio

22Dark Photon Search (Invisible Decays)

dark matter 

Measured by 
detector

)    2 (GeV/cA'm
2−10 1−10 1 10

   
 

ε

5−10

4−10

3−10

2−10

-1BaBar 53 fb

 EOT11NA64 2.84x10

0π 8NA62 4.12x10

-1Belle II simulation 20 fb

-11 ab
-110 ab
-150 ab

0.25 L↓

Scalar re
lic

 ta
rget

Majorana re
lic

 ta
rget

Pseudo Dira
c fe

rm
ion re

lic
 ta

rget

/3A' = m
χ

 = 0.5, mDα

Snowmass White Paper: Belle II physics reach and plans for the next decade and beyond arXiv:2207.06307
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23Dark Photon Search (Invisible Decays)
• Main analysis backgrounds: 

• e
+

e
− 

→ γγ(γ), with all but one out of acceptance or missed 

• e
+

e
− 

→ e
+

e
−

γISR with e
+

e
−

 out of acceptance or missed 

• Cosmics 
• Beam background
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• Atomki collaboration observed an anomaly in decay of beryllium excited states to electron pair    [Phys. Rev. Lett. 
116, 042501 (2016)] 

• ~ 17 MeV protophobic dark photon? Unknown experimental/nuclear physics effect? 

• Study e+e-  →  γ [A' → e+ e- ] decays ; mA' in [0.01, 0.2] GeV 

24Dark Photon Search (Visible Decays) Thomas Grammatico

• Main backgrounds are radiative Bhabha 
and e+e-→γ[γ→e+e-] photon conversion 
events 

• Pre-preliminary study with Belle II 
simulated samples shows promising 
results

Atomki anomaly region

Belle II - 364/fb 

Belle II - 1/ab

Plot generated using darkcast

See talk: Thomas Grammatico Search for a low mass 
dark photon decaying to an electron-positron pair with the 

Belle II detector

https://indico.cern.ch/event/1191895/contributions/5333508/
https://indico.cern.ch/event/1191895/contributions/5333508/
https://indico.cern.ch/event/1191895/contributions/5333508/
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25Dark Shower Search at Belle II
• Strongly interacting dark sector coupled to SM through a dark photon mediator. 

• Dark quarks form bound states: dark pseudoscalars ,  and vector mesons , . 

• Dark pions are stable and are the dark matter candidates. 

•  couples to the SM through kinetic mixing. 

• Detector signature is displaced vertex with two charged tracks.

π0
d π±

d ρ0
d ρ±

d

ρ0
d

E. Bernreuther et al. Forecasting dark showers at Belle II, 2022  

Miho Wakai
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Figure 1: Determination of sin2
✓W at present and future experimental facilities as a function of

energy scale, adapted from [3–5].

the laser polarization at the source from R to L in a random, but known, pattern. hPoli would be
measured in two ways. The first method uses a Compton polarimeter, which can be expected to
have an absolute uncertainty at the Belle II interaction point of less than 1% and provides a ‘bunch-

by-bunch’ measurement of
⇣

NeR�NeL
NeR+NeL

⌘

R
and

⇣
NeR�NeL
NeR+NeL

⌘

L
. The uncertainty will be dominated by

the need to predict the polarization loss from the Compton polarimeter to the interaction point.
The second method measures the polar angle dependence of the polarization of ⌧ -leptons produced
in e

+
e
�
! ⌧

+
⌧
� events using the kinematic distributions of the decay products of the ⌧ separately

for the R and L data samples. The forward-backward asymmetry of the tau-pair polarization is
linearly dependent on hPoli and therefore can be used to determine hPoli to better than 0.5% with
a 10 ab�1 R sample and 10 ab�1 L sample at the Belle II interaction point in a manner entirely
independent of the Compton polarimeter, as discussed in section 11. The ⌧ polarimetry method
avoids the uncertainties associated with tracking the polarization losses to the interaction point,
and also automatically accounts for any residual positron polarization that might be present. In
addition, it automatically provides a luminosity-weighted beam polarization measurement.

Table 1 provides the sensitivities to electroweak parameters expected with polarized electron
beams in an upgraded SuperKEKB from e

+
e
�
! bb̄, e+e� ! cc̄, e+e� ! ⌧

+
⌧
�, e+e� ! µ

+
µ
�,

and e
+
e
�
! e

+
e
� events selected by Belle II. From this information the precision on the b-quark,

c-quark and muon neutral current vector couplings will improve by a factor of four, seven and five,
respectively, over the current world average values[1] with 20 ab�1 of polarized data.

This is of particular importance for gbV , where the measurement of -0.3220±0.0077 is 2.8� higher
than the SM value of -0.3437 [1]. That discrepancy arises from the 3� di↵erence between the SLC
ALR measurements and LEP A

b
FB measurements of sin2

✓
eff
W . A measurement of gbV at an upgraded

SuperKEKB that is four times more precise and which avoids the hadronization uncertainties that
are a significant component of the uncertainties of the measurement of the forward-backward asym-
metry at LEP, or any other forward-backward asymmetry measurement using on-shell Z0 bosons,
will be able to definitively resolve whether or not this is a statistical fluctuation or a first hint of a
genuine breakdown of the SM.

3
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20 Jun 2023, 16:45
Michael Roney The Chiral Belle Project: Polarized Beams at SuperKEKB/Belle II 

2 Precision Electroweak Program

A data sample of 20 ab�1 with a polarized electron beam enables Belle II to measure the weak
neutral current vector coupling constants of the b-quark, c-quark and muon at significantly higher
precision than any previous experiment. With 40 ab�1 of polarized beam data, the precision of the
vector couplings to the tau and electron can be measured at a level comparable to current world
averages, which are dominated by LEP and SLD measurements at the Z0-pole.

Within the framework of the Standard Model (SM) these measurements of g
f
V , the neutral

current vector coupling for fermion f , can be used to determine the weak mixing angle, ✓W , through
the relation: gfV = T

f
3 � 2Qf sin

2
✓W , where T

f
3 is the 3rd component of weak isospin of fermion f ,

Qf is its electric charge in units of electron charge and the notational conventions of Reference [1]
are used.

As described in Reference [2], with polarized electron beams an e
+
e
� collider at 10.58 GeV

enables the determination of gfV by measuring the left-right asymmetry, Af
LR, for each identified

final-state fermion-pair in the process e
+
e
�

! ff . With SM Born cross sections for 100% left-
handed (�L) and 100% right-handed (�R) initial state electrons in s-channel processes, such as
e
+
e
�
! µ

+
µ
�,

A
f
LR(SM) =

�
f
L � �

f
R

�
f
L + �

f
R

=
sGF

p
2⇡↵Qf

g
e
Ag

f
V (1)

where geA = T
e
3 = �

1
2 is the neutral current axial coupling of the electron, GF is the Fermi coupling

constant, and s is the square of the center-of-mass energy. The Bhabha channel, e+e� ! e
+
e
�,

with a significant t-channel contribution, has a di↵erent dependence on the SM couplings than
presented in Equation 1, as discussed in section 2.4. These left-right asymmetries arise from � �Z

interference and, although the SM asymmetries are small (approximately �6⇥10�4 for the µ and ⌧

leptons, +1.5⇥ 10�4 for electrons, �5⇥ 10�3 for charm and �2% for the b-quarks), unprecedented
precisions can be achieved because of the combination of both the high luminosity of SuperKEKB
and a 70% beam polarization measured with precision of better than ±0.5%. Note that, because of
the small asymmetries, the denominator is dominated by the parity-conserving components of the
cross-section. Nonetheless, the measurements include these parity-violating components in both
numerator and denominator.

Independent measurements of Af
LR for the di↵erent final state fermions (f = e, µ, ⌧ , c-quark,

b-quark) are performed by selecting pure samples of each event type and counting the numbers of
such events when the beam longitudinal polarization is left-handed (L) and separately when it is
right-handed (R), so that:

A
f
LR(measured) =

N
f
L �N

f
R

N
f
L +N

f
R

hPoli (2)

hPoli is the average electron beam polarization for the sample under consideration:

hPoli =
1

2

✓
NeR �NeL

NeR +NeL

◆

R

�

✓
NeR �NeL

NeR +NeL

◆

L

�
(3)

where NeR is the actual number of right-handed electrons and NeL the actual number of left-handed
electrons in the event samples where the electron beam bunch is nominally left polarized or right
polarized, as indicated by the ‘L’ and ‘R’ subscripts.

High precision measurements of A
f
LR, and consequently of sin2

✓
f
W , are possible at such an

upgraded SuperKEKB because with 20 ab�1 of data Belle II can identify between 109 and 1010

final-state pairs of b-quarks, c-quarks, taus, muons and electrons with high purity and reasonable
signal e�ciency, and because all detector-related systematic errors can be made to cancel by flipping

2

• Canada-led upgrade initiative to introduce polarized beams at SuperKEKB (aim for 70% polarized). 

• Would open wide-range of new and unique physics opportunities.

• Technical Design Report in preparation.  See talk:

e+

γ/Z
e− f

f̄

arXiv:2205.12847: Snowmass 2021 White Paper Upgrading SuperKEKB with 
a Polarized Electron Beam: Discovery Potential and Proposed Implementation

✓Mu pair ALR 

✓Tau pair ALR 

✓Charm and bottom pair ALR 

✓  

✓Tau , Tau EDM, Tau LFV

sin2 θW

g − 2

ALR = Left-Right Asymmetry

https://indico.cern.ch/event/1191895/contributions/5333563/
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27Belle II Talks @ CAP 2023

19 June 2023, 14:00
Thomas Grammatico (Search for a low mass dark photon decaying to an electron-

positron pair with the Belle II detector

19 June 2023, 17:00
Alexandre Beaubien Simulating noise waveforms in the Belle II electromagnetic 

calorimeter (ECL) using generative adversarial neural networks (GANs)

21 June 2023, 11:00
Garrett Leverick Discriminating Hadronic Split Offs Using the KLM at Belle-II

21 June 2023, 11:15
Caleb Miller Demonstration of Tau Polarimetry for SuperKEKB Polarization Upgrade

https://indico.cern.ch/event/1191895/contributions/5333508/
https://indico.cern.ch/event/1191895/contributions/5333508/
https://indico.cern.ch/event/1191895/contributions/5333508/
https://indico.cern.ch/event/1191895/contributions/5333535/
https://indico.cern.ch/event/1191895/contributions/5333535/
https://indico.cern.ch/event/1191895/contributions/5333486/
https://indico.cern.ch/event/1191895/contributions/5333550/
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28Conclusion
• Belle II is a world-unique facility with many exciting 

physics opportunities. 
• Multiple world-leading results published since arrival of 

first data.    
• Luminosity and physics output expected to continue to 

ramp up. 
• Anticipate 120 times more data to arrive over 

experiment lifetime.

Today

Many opportunities for new personnel 
interested in joining!

Luminosity Projection


