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Outline
• The study of nuclear (“heavy ions”) collisions 

furthers our understanding of the bulk features 
of QCD. Characterizing the quark-gluon plasma. 
– How do we do this? 

• Observe the collective hadronic dynamics 
• Send penetrating probes & observe response: 
Tomography 

• The RHIC and LHC heavy-ion programs: Surprises 
and new physics  
– The quantitative success of relativistic 

hydrodynamics 
– RHIC and the LHC as viscometers 
– RHIC and the LHC as thermometers 

• Conclusion
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The theory of the strong interaction is QCD 


(Quantum ChromoDynamics)
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Quark structure of the proton

Bosons mediate interaction
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Fig. 10. Saturation of gluons in a hadron. A view of a hadron head on as x decreases.

Why is the small x rise in the gluon distribution a problem? Consider
Fig. 10, where we view hadron head on.[4]-[5] The constituents are the va-
lence quarks, gluons and sea quarks shown as colored circles. As we add more
and more constituents, the hadron becomes more and more crowded. If we
were to try to measure these constituents with say an elementary photon
probe, as we do in deep inelastic scattering, we might expect that the hadron
would become so crowded that we could not ignore the shadowing effects of
constituents as we make the measurement. (Shadowing means that some of
the partons are obscured by virtue of having another parton in front of them.
For hard spheres, for example, this would result in a decrease of the scatter-
ing cross section relative to what is expected from incoherent independent
scattering.)

In fact, in deep inelastic scattering, we are measuring the cross section for
a virtual photon γ∗ and a hadron, σγ∗hadron. Making x smaller corresponds to
increasing the energy of the interaction (at fixed Q2). An exponential growth
in the rapidity corresponds to power law growth in 1/x, which in turn implies
power law growth with energy. This growth, if it continues forever, violates
unitarity. The Froissart bound will allow at most ln2(1/x). (The Froissart
bound is a limit on how rapidly a total cross section can rise. It follows from
the unitarity of the scattering matrix.)

We shall later argue that in fact the distribution functions at fixed Q2

do in fact saturate and cease growing so rapidly at high energy. The total
number of gluons however demands a resolution scale, and we will see that
the natural intrinsic scale is growing at smaller values of x, so that effectively,
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“…Further our understanding of QCD…” 
 Don’t we know about QCD??
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QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit  
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Figure 9.4: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
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 Don’t we know about QCD??Key concepts: Ultra-violet divergences, bare Green fns, renormalization, 

RGE, anomalous dimensions, 
renormalized G.Fs
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Asymptotic Freedom 

“What this year's Laureates discovered 
was something that, at first sight, 
seemed completely contradictory. The 
interpretation of their mathematical 
result was that the closer the quarks are 
to each other, the weaker is the 'colour 
charge'. When the quarks are really 
close to each other, the force is so weak 
that they behave almost as free 
particles. This phenomenon is called 
‘asymptotic freedom’. The converse is 
true when the quarks move apart: the 
force becomes stronger when the 
distance increases.” 

1/r

αS(r)
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QCD: What we know less…
• Phase transitions in QCD? What is the phase 

diagram? Equilibration? 
• Dynamics of deconfinement, hadronization 
• Are there collective features (many-body) 

effects that are present in QCD at high 
density/temperatures that are not there at 
T=0? (“emergent features”) 

• Does features of the QCD phase diagram 
have implications for cosmology and for 
dense stellar objects?
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Some aspects of the phase diagram, we do know from 
first principles: Lattice QCD (at μB=0)Figure 9: The trace anomaly I = ϵ − 3p normalized by T 4 as a function of the temperature on

Nt = 6, 8, 10 and 12 lattices.

Figure 10: The pressure normalized by T 4 as a function of the temperature on Nt = 6, 8 and 10
lattices. The Stefan-Boltzmann limit pSB(T ) ≈ 5.209 ·T 4 is indicated by an arrow. For our highest
temperature T = 1000 MeV the pressure is almost 20% below this limit.

– 15 –

Figure 11: The energy density normalized by T 4 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit ϵSB = 3pSB is indicated by an arrow.

Figure 12: The entropy density normalized by T 3 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 17 –

Figure 11: The energy density normalized by T 4 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit ϵSB = 3pSB is indicated by an arrow.

Figure 12: The entropy density normalized by T 3 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 17 –

 

ε

T 4 = gEff
π 2

30

•Slow convergence to SB


•Transition is not sharp

Borsanyi et al.,arXiv:1007.2580
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Exploring the QCD phase diagram:


Has to be done dynamically

RHIC
LHC

~ 154MeV

H2O
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How to compress and heat strongly interacting 
matter: Relativistic nuclear collisions

¢The establishment of a “standard picture” of high-energy 
heavy-ion collisions

Initial state Pre-equilibrium QGP Hadronization Thermal freeze-out

Glasma
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Non perturbative!
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How to compress and heat nuclear matter: 
Relativistic nuclear collisions

Picture(by(S.(BassInitial'hard'
collisions

Pre0
equilibrium

+
Thermaliza0

tion

QGP Hadronic'
phase Free'

streaming

pQCD
Parton+picture

Relativistic++
hydrodynamics Relativistic++

hydrodynamics

CGC
Minijets

+
Boltzmann+eq.
OutAofAEq.+QFT

Friday, 30 November, 12
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Looking into the distant past:


RHIC, Brookhaven National Laboratory

• 3.83 km circumference 
• Two independent rings

➨ 200 GeV for Au-Au 
(per N-N collision) 

➨ 500 GeV for p-p 
(polarized) 
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The LHC, CERN, Geneva
• p+p @ √s=7(14) TeV 
• Au+Au@√s=2.76(5.5)TeV

CMS

LHCb
ATLAS

ALICE
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The scale of these experiments: 
ALICE

An international collaboration of more than 1200 physicists, 
engineers and technicians, including around 200 graduate 
students, from 132 physics institutes in 36 countries across the world.
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One ALICE event…
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RHIC and LHC: new physics and many 
surprises!

• The success of hydrodynamics 
– Hot and dense matter flows like a liquid 
– Specific viscosity is very low 

• A connection with other strongly coupled systems: 
» Cold fermionic atoms 
» String theory (!)  

– System is strongly coupled 
• Matter is surprisingly opaque 

– Jets are quenched by the strongly interacting system 
• Electromagnetic signals
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Much progress in the calculation of the initial state

IP-Glasma

MC-Glauber

Schenke, Tribedy, and Venugopalan, PRL (2012)


Gale, Jeon, Schenke, Tribedy, and Venugopalan, PRL (2013)

Energy density

Fluctuations in the nucleon positions

Fluctuations in the nucleon positions +


Fluctuations in the colour fields
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Tideal
µν = (ε + P)uµuν − Pgµν T µν = Tideal

µν +π µν

Israël & Stewart, Ann. Phys. (1979), Baier et al., JHEP 
(2008), Luzum and Romatschke, PRC (2008)

¢To first order in the velocity gradient: Navier-Stokes 
¢To second order: 

π µν =η∇<µuν> −τπ Δα
µΔβ

νDπαβ + 4
3
π µν (∇αu

α )⎡
⎣⎢

⎤
⎦⎥

(Δµν = gµν − uµuν , D = uµ ∂µ )

is the shear viscosityη
¢Measures the resistance to deformation 
¢Is a fundamental property of QCD

The success of fluid dynamics modelling at RHIC and at the LHC:
The existence of collectivity

¢Viscous relativistic fluid dynamics
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Relativistic hydrodynamics: An effective theory for the soft, 
long wavelength,  modes

Tid
µν = ε + P( )uµuν − gµνP

∂µT
µν = 0, + lQCD EOS

MUSIC: 3D relativistic hydro: Schenke, Jeon, and Gale, Int. J. Mod. Phys. A (2013); 


idem PRL (2011); idem PRC (2010)
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ψ n

(ε + P) ∂
!v
∂t

= −
!
∇P

Assessing collectivity further: 


The differential single-particle spectrum

d 3N
dyd 2pT

= 1
π

d 2N
dydpT

2 1+ 2 vn
n=1

∞

∑ (pT )cosn(φ −ψ n )
⎡
⎣⎢

⎤
⎦⎥

v1 = Directed flow 
v2 = Elliptic flow 
v3 = Triangular flow

∇P(⇔) >∇P(!)

Quantifying the azimuthal asymmetries

Anisotropies in coordinate space generate those in momentum space 
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The relativistic hydro, continued
Higher harmonics

dN

d�
=

N

2⇡

 
1 +

X

n

(2vn cos(n�))

!

When including fluctuations, all moments appear:

n = 2 n = 3 n = 4 n = 5 n = 6

also v1 and n > 6.

Björn Schenke (BNL) H-QM 33 / 54

Flow pattern harmonics:

The current state-of-the-art fluid dynamical modelling:
¢Allows deviations from thermal equilibrium 
¢Includes fluctuations of initial states event-by-event 
¢Does not explain thermalization

Gélis and Epelbaum, PRL (2013)


Berges, Boguslavski, Schlichting, Venugopalan, PRD (2014)
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Analogy with cosmology

Temperature fluctuations, WMAP

E V E N T- B Y- E V E N T  F L U I D  D Y N A M I C S

• Evolve many initial shapes using viscous fluid dynamics 

• Convert energy density to particles (“freeze-out”) 

• Determine     coefficients of particle distributions 

• Average and compare to experimental data

9

!
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Planck Collaboration: The Planck mission
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Fig. 19. The temperature angular power spectrum of the primary CMB from Planck, showing a precise measurement of seven acoustic peaks, that
are well fit by a simple six-parameter⇤CDM theoretical model (the model plotted is the one labelled [Planck+WP+highL] in Planck Collaboration
XVI (2013)). The shaded area around the best-fit curve represents cosmic variance, including the sky cut used. The error bars on individual points
also include cosmic variance. The horizontal axis is logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+ 1)Cl/2⇡. The measured
spectrum shown here is exactly the same as the one shown in Fig. 1 of Planck Collaboration XVI (2013), but it has been rebinned to show better
the low-` region.
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Fig. 20. The temperature angular power spectrum of the CMB, esti-
mated from the SMICA Planck map. The model plotted is the one la-
belled [Planck+WP+highL] in Planck Collaboration XVI (2013). The
shaded area around the best-fit curve represents cosmic variance, in-
cluding the sky cut used. The error bars on individual points do not in-
clude cosmic variance. The horizontal axis is logarithmic up to ` = 50,
and linear beyond. The vertical scale is `(` + 1)Cl/2⇡. The binning
scheme is the same as in Fig. 19.

8.1.1. Main catalogue

The Planck Catalogue of Compact Sources (PCCS, Planck
Collaboration XXVIII (2013)) is a list of compact sources de-

tected by Planck over the entire sky, and which therefore con-
tains both Galactic and extragalactic objects. No polarization in-
formation is provided for the sources at this time. The PCCS
di↵ers from the ERCSC in its extraction philosophy: more e↵ort
has been made on the completeness of the catalogue, without re-
ducing notably the reliability of the detected sources, whereas
the ERCSC was built in the spirit of releasing a reliable catalog
suitable for quick follow-up (in particular with the short-lived
Herschel telescope). The greater amount of data, di↵erent selec-
tion process and the improvements in the calibration and map-
making processing (references) help the PCCS to improve the
performance (in depth and numbers) with respect to the previ-
ous ERCSC.

The sources were extracted from the 2013 Planck frequency
maps (Sect. 6), which include data acquired over more than two
sky coverages. This implies that the flux densities of most of
the sources are an average of three or more di↵erent observa-
tions over a period of 15.5 months. The Mexican Hat Wavelet
algorithm (López-Caniego et al. 2006) has been selected as the
baseline method for the production of the PCCS. However, one
additional methods, MTXF (González-Nuevo et al. 2006) was
implemented in order to support the validation and characteriza-
tion of the PCCS.

The source selection for the PCCS is made on the basis of
Signal-to-Noise Ratio (SNR). However, the properties of the
background in the Planck maps vary substantially depending on
frequency and part of the sky. Up to 217 GHz, the CMB is the

27

Energy density fluctuations, B. Schenke (BNL)
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also v1 and n > 6.

Björn Schenke (BNL) H-QM 33 / 54



Charles Gale 
McGill

Matter behaves collectively. Is it in thermal equilibrium?


Calculating transport coefficients

¢Kubo relation:

η = 1
20
lim
ω→0

1
ω
∫d 4xeiωt 〈[Sij (t, !x),Sij (0,

!
0)]〉θ(t)

Sij = T ij −δ ijP

For finite-temperature QCD, can be calculated  
¢Perturbatively: 
¢On the lattice: 

¢Using strong-coupling AdS/CFT techniques:

Arnold, Moore, Yaffe JHEP (2000, 2003)

H. B. Meyer PRD(2007)


Sakai, Nakamura LAT2007

Policastro, Son, Starinets PRL(2001)


Kovtun, Son, Starinets (KSS) PRL(2003)

η / s ≥ 1
4π
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FIG. 4: The ratio η/s for the low temperature hadronic phase and for the high temperature quark-

gluon phase. Neither calculation is very reliable in the vicinity of the critical or rapid crossover

temperature.
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bulk viscosity is large near the critical temperature and decreases rapidly with T[10]. Our results
do not contradict this. In the case of the standard action, the bulk viscosities still have large errors
that they cannot be determined.

It will be interesting to carry out phenomenological studies on RHIC data taking into account
these viscosities in the fluid model.

2.1 Discussions

• The renormalization factor Z of the energy momentum tensor is discussed by Meyer[9]:
Z = 1− g2/2(cσ − cτ). If the parametrization of Z factor given by Ref.[9] is used, the viscosities
calculated by the standard action decrease by about 30%. Z factor can also be written as follows:
Z = ∂γ/∂ξ [14], where ξ is the renormalized anisotropy and γ is the bare anisotropy. In the case
of Iwasaki’s improved action, ξ ∼ γ over a wide range of β and ξ ; therefore the Z factor is close
to 1. If the Z factor is taken into account, the difference between η obtained from improved action
and standard action decreases.

•We have attempted to fit G12β by other parametrizations of ρ(ω) than that given in Eq.1.6. If
we apply the formula for ρ proposed in Ref.[11], the fit is not satisfactory and ρ does not satisfy
the constraint ωρ(ω) > 0[12]. If we truncate the Taylor expansion of ρ(ω) after the lowest 3
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Calculating transport coefficients, II
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¢Constraints not yet stringent:
What does relativistic hydro say?

η
s
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Relativistic hydrodynamics at work
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Measuring transport coefficients:


The shear viscosity

Higher harmonics

dN

d�
=

N

2⇡

 
1 +

X

n

(2vn cos(n�))

!

When including fluctuations, all moments appear:

n = 2 n = 3 n = 4 n = 5 n = 6

also v1 and n > 6.
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FIG. 8. (Color online) Ratio of charged hadron flow harmo-
nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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FIG. 9. (Color online) Differential v2 and v3 (upper panel)
and v4 and v5 (lower panel) in 20-30% central collisions using
η/s = 0.08 and varying σ0. Results are averages over 100
single events each (200 events for σ0 = 0.4 fm).

port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.

Schenke, Jeon, and Gale, PRC (2012)

Higher harmonics are more sensitive  
to shear viscous corrections
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FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-

The flow data can discriminate between values of η / s
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
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not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
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tum spectra including all resonances up to 2GeV compared
to experimental data from the ALICE collaboration [31].

ion experiments [29]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, begin-
ning with integrating from the right. As a consequence
of implementing this centrality selection, we properly ac-
count for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization
of the initial energy density commensurately to describe
the final particle spectra [30]. The obtained pT -spectra
of pions, kaons, and protons are shown for 0-5% central
collisions at

√
s = 2.76TeV/nucleon, using η/s = 0.2,

in Fig. 2, and compared to data from ALICE [31]. The
results are for averages over only 20 events in this case,
but statistical errors are smaller than the line width for
the spectra. Overall, the agreement with experimental
data is good. However, soft pions at pT < 300MeV are
underestimated.

We determine v1 to v5 in every event by first deter-
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FIG. 3. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2 as a function of transverse momentum, com-
pared to experimental data by the ATLAS collaboration using
the event plane (EP) method [4] (points). 200 events. Bands
indicate statistical errors. Experimental error bars are smaller
than the size of the points.

mining the exact event plane [32]

ψn =
1

n
arctan

⟨sin(nφ)⟩
⟨cos(nφ)⟩

, (1)

and then computing

vn(pT ) = ⟨cos(n(φ − ψn))⟩

≡
∫
dφf(p⊥,φ) cos(n(φ− ψn))∫

dφf(p⊥,φ)
, (2)

where f(p⊥,φ) are the thermal distribution functions ob-
tained in the Cooper-Frye approach (with additional con-
tributions from resonance decays).
We first present the root-mean-square (rms) vn(pT ) for

10− 20% central collisions and compare to experimental
data from the ATLAS collaboration [4] in Fig. 3. Agree-
ment for v2-v5 is excellent. We note that the vn from
the experimental event plane method do not exactly cor-
respond to the rms values, but lie somewhere between
the mean and the rms values. In this regard, a better
comparison is the pT -integrated rms vn to the ALICE
vn{2} results–which correspond to the rms values. Ex-
cellent agreement over the whole studied centrality range
is achieved for the experimentally available v2, v3 and v4,
as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vn(pT ) with uµ set
to zero at time τswitch. The effect on hadron anisotropic
flow turns out to be extremely weak - results agree within
statistical errors. Because photons are produced early
on in the collision, we expect a greater effect on photon
anisotropic flow; this will be examined in a subsequent
work. We emphasize that pre-equilibrium dynamics that
is not fully accounted for may still influence the amount
of initial transverse flow.

RHIC LHC

0.12 ≤η / s ≤ 0.21
RHIC LHC

RHIC and the LHC are viscometers!

Gale, Jeon, Schenke, Tribedy, and Venugopalan, PRL (2013)
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Figure 2. Transport properties of strongly correlated fluids. Ratio of shear viscosity η
to entropy density s as a function of (T −Tc)/Tc, where Tc is the superfluid transition
temperature in the case of ultracold Fermi gases, the deconfinement temperature in the
case of QCD, and the critical temperature at the endpoint of the liquid gas transition
in the case of water and helium. The data for water and helium are from [1], the
ultracold Fermi gas data are from [2], the quark-gluon plasma point (square) is taken
from the analysis of [3], the lattice QCD data (open squares) from [4], and the lattice
data for the ultracold Fermi gas (open circles) are the 83 data from [5]. The dashed
curves are theory curves from [6, 7, 8, 9]. The theories are scaled by overall factors
to match the data near Tc. The lines labeled “holographic bounds” correspond to the
KSS bound !/(4πkB) [11] and the Gauss-Bonnet bound (16/25)!/(4πkB) [10]. Similar
compilations can be found in [11, 12, 13].

energy E are equivalent up to a factor of Boltzmann’s constant, kB = 1.3806503×10−23

J/K, with E = kBT . We focus on fluids that can be studied in bulk, as opposed to

quantum liquids that exist on lattices. We show ultracold Fermi gases, liquid helium,

neutron matter in proto-neutron stars, and the QGP. For comparison we also show a
classical fluid, water, and a classical plasma, the Coulomb plasma in the sun.

Figure 2 shows that despite the large range in scale there is a remarkable universality

in the transport behavior of strongly correlated quantum fluids. Transport properties of

the fluid can be characterized in terms of its shear viscosity η, which governs dissipation

due to internal friction. A dimensionless measure of dissipative effects is the ratio η/s

of shear viscosity to entropy density in units of !/kB. Near the critical point, where
the role of correlations is expected to be strongest, the ratio η/s has a minimum. For

classical fluids the minimum value is much bigger than !/kB, but for strongly correlated

and the corona. The neutron matter point is at T = 1MeV/kB = 1.2 · 1010 K and at a density
n = 0.1n0, where n0 = 0.14/fm3 is nuclear matter saturation density. Neutron stars are born at
T ≃ 10 MeV/kB, and they can cool to temperatures below 1 keV/kB. The critical temperature of the
QGP is Tc ≃ 150MeV/kB = 1.75 · 1012 K. Experiments with heavy ions explore temperatures up to
∼ 3Tc.

Adams et al., N. J. Phys (2012)



Charles Gale 
McGill

Hard direct photons. pQCD with shadowing 
Non-thermal

Fragmentation photons. pQCD with shadowing 
Non-thermal

Thermal photons 
Thermal

 Jet in-medium bremsstrahlung 
Thermal

 Jet-plasma photons  
Thermal

Pre-equilibrium?

HOW ABOUT GETTING AT THE TEMPERATURE?
Need a penetrating probe (tomography), with little final-state interaction:

Photons (real and/or virtual)



Charles Gale 
McGill

Hard direct photons. pQCD with shadowing 
Non-thermal

Fragmentation photons. pQCD with shadowing 
Non-thermal

Thermal photons 
Thermal

 Jet in-medium bremsstrahlung 
Thermal

 Jet-plasma photons  
Thermal

Pre-equilibrium?

HOW ABOUT GETTING AT THE TEMPERATURE?
Need a penetrating probe (tomography), with little final-state interaction:

Photons (real and/or virtual)



Charles Gale 
McGill

Info Carried by the thermal radiation 

Emission rates:

(photons)

E+E−

d 6R
d 3p+d

3p−
=
2e2

(2π )6
1
k 4
Lµν ImΠµν

R (ω ,k) 1
eβω −1

(dileptons)

ω d 3R
d 3k

= − gµν

(2π )3
ImΠµν

R (ω ,k) 1
eβω −1

dR = − g
µν

2ω
d 3k
(2π )3

1
Z

e−βKi (2π )4δ (pi − pf − k)
f
∑

i
∑

× 〈 f | Jµ | i〉〈i | Jν | f 〉

Thermal ensemble average of the current-current correlator

Feinberg (76); McLerran, Toimela (85); Weldon (90); Gale, Kapusta (91) 

¢QGP rates have been calculated up to NLO in      in FTFT: α s
Ghiglieri et al., JHEP (2013); M. Laine JHEP (2013)



…and on the lattice (dileptons):
Ding et al., PRD (2011)



¢Hadronic rates: C. Gale, Landolt-Bornstein (2010)


Turbide, Rapp, Gale PRC (2009)



Charles Gale 
McGill

Rates are integrated using relativistic hydrodynamic 
modelling

• At low pT, spectrum dominated by thermal components (HG, QGP) 
• At high pT, spectrum dominated by pQCD

Turbide, Gale, Frodermann, Heinz, PRC (2008);


Higher pT: G. Qin et al., PRC (2009)

J.-F. Paquet McGill PhD (2015), and to be 
published
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the longitudinal invariance scenario, the temperature of the medium at any space-time point is defined by the proper
time and the radial position, such that T = T (τ,x⊥). The flow velocity for any space-time rapidity value can be
extracted from the flow at η = 0. Indeed, for β = (β⊥, βz), we have

β⊥(τ, η,x⊥) =
β⊥(τ, η = 0,x⊥)

coshη
, βz(τ, η,x⊥) = tanhη . (26)

The calculated photon spectra, and their different components, are shown in Fig. 4. The data are for Au-Au
collisions, at the top RHIC energy, for two different centrality classes. The 0 − 10% and 0 − 20% classes are shown
in the left and right panel, respectively. Note the data in the larger class extends to lower pT than that for the
more central class, owing to a different experimental extraction technique [26]. Considering first that figure (left
panel), the different contributions highlighted are those from hard primordial scatterings (prompt), which include
the photons from Compton and annihilation events, together wit those from the fragmentation of jets. The photon
spectrum associated with the interaction of jets with the thermal components of the quark-gluon plasma is labeled
jet-QGP. The radiation from the thermal components of the quark-gluon plasma is shown, together with that from
the thermal components of the hot gas of composite hadrons. The sum of the different contributions is the solid
curve; the data are from PHENIX [26]. It is seen that, for the physical case under consideration here, the jet-plasma
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FIG. 4: (Color online) Yield of photons in Au+Au collisions at RHIC, for two centrality classes: 0-20% (left panel) and 0-10%
(right panel). The different elements of the theoretical calculation are described in the text. The data are from Refs. [26], and
[29], respectively.

photons are important to the theoretical interpretation of the experimental data in the window 2 < pT < 4 GeV. For
smaller values of pT , the emission from thermal media (whether QGP or hadron gas) represents a sizeable source.
For the higher transverse momentum data, the radiation from hard collisions gradually take over the whole spectrum.
This picture receives additional support from the higher pT data in the right panel. Most of that data is dominated
by Compton and annihilation contributions calculated from pQCD. The jet-plasma sources are demanded only by
the first two data points. The purely thermal contributions are subdominant in the entire range spanned by this
figure. The fragmentation contribution to the real photon spectrum is small, owing mainly to the energy lost by the
propagating jets. Here again, adding all of the sources produces a signal in agreement with the measured data.

Another useful representation of the experimental data and a quantitative measure of the nuclear effects is provided
by a plot of Rγ

AA (for real photons), shown in Fig. 5. The experimental data seem to show an interesting trend
pointing towards diminishing values of Rγ

AA as pT grows. The experimental error bars are too large to permit a
precise quantitative assessment, but different interesting possibilities and combinations may be considered. The
left panel of Fig. 5 shows Rγ

AA calculated under different assumptions, and basically shows the importance of cold
nuclear effects. The dashed curve shows the effect of the nuclear environment (shadowing) on the parton distribution
function (pdf), while neglecting the specific isospin composition of the colliding nuclei. The full curve includes both
isospin and shadowing contributions. The results of both calculations are systematically higher than the experimental
data centroids, and exhibit a smaller slope than the one seen in the measurements, although the isospin effect can
cause a 20% reduction at high-pT , as also found in Ref. [30]. The right panel includes medium effects, calculated
as described earlier in the text; all curves except one contain jet-plasma photons, together with leading parton
energy loss as evaluated with AMY. The dashed-dotted line shows the effect of neglecting the isospin content of
the parton distribution functions. The double-dash dotted curve shows the scale-dependence of Rγ

AA, with the
result of using Q = pT for the prompt contribution instead of Q = pT /

√
2 used elsewhere in this work. The full
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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for 0-40% centrality with NLO pQCD predic-
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess
ALICE (LHC) = 304 ± 51MeV

extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.

 (GeV/c)
T

p
0 2 4 6 8 10 12 14

)0 π/
de

ca
y

γ
)/(0 π/

in
c

γ(

0.5

1.0

1.5

2.0

2.5

3.0

Direct photon double ratio
)

decay
γ/

direct,pp,NLO
γ

coll
NLO prediction: 1 + (N

T
 = 0.5 to 2.0 pµfor 

 = 2.76 TeVNNs0-40%  Pb-Pb, 
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for 0-40% centrality with NLO pQCD predic-
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve
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extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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Figure 5: (color online) Direct-photon double
ratio in Pb-Pb collisions at psNN = 2.76 TeV
for 0-40% centrality with NLO pQCD predic-
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in

 (GeV/c)
T

p
1 2 3 4 5 6 7

)3 c
-2

 (m
b 

G
eV

3
/d

p
σ3

) o
r E

d
3 c

-2
(G

eV
3

N
/d

p
3

Ed

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410
4AuAu Min. Bias x10

2AuAu 0-20% x10

AuAu 20-40% x10

p+p

Turbide et al. PRC69

FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Flow effects will be important

van Hees, Gale Rapp, PRC (2011)


Shen, Heinz, Paquet, Gale, PRC (2014)

Texcess
ALICE (LHC) = 304 ± 51MeV

extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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Figure 5: (color online) Direct-photon double
ratio in Pb-Pb collisions at psNN = 2.76 TeV
for 0-40% centrality with NLO pQCD predic-
tions
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Suppose an expanding source at local temperature T:
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FIG. 4: (Color online) Contour plots of the normalized differential photon yield dNγ(T,τ)/(dy dT dτ)
dNγ/dy (panels (a) and (c)) and

dNγ (Teff ,τ)/(dy dTeff dτ)
dNγ/dy (panels (b) and (d)) for Au+Au collisions at RHIC at 0-20% centrality (panels (a) and (b)) and for

Pb+Pb collisions at the LHC at 0-40% centrality (panels (c) and (d)). The color bars translate the colors into absolute values
(in c/(GeV fm)) for the quantities plotted. See text for discussion.

peratures close to the quark-hadron transition. Aver-
aged over time, these photons from the transition region
are strongly affected by radial flow, resulting in inverse
slopes (“effective temperatures”) that are much larger
than their true emission temperatures. These findings
can even be put on a firmer quantitative basis, by consid-
ering the following: At each value of proper time, τ , pho-
tons are emitted with a distribution of thermodynamic
temperatures. This distribution is shown in Figs. 4a
(for Au+Au at RHIC) and 4c (for Pb+Pb at the LHC),
where the color-coding of the contour plots reflects the
differential photon yield (normalized to the total yield
dNγ/dy) per time and temperature (in c/(GeV fm)) in
the T−τ plane. The corresponding distribution of flow-
blue-shifted effective temperatures Teff (inverse slopes)
is shown in Figs. 4b (for RHIC) and 4d (for the LHC).
Comparing the left and right panels one observes, after
a proper time τ ∼ 2 fm/c, a clear shift to higher effective
temperatures, owing to the development of radial hydro-
dynamic flow. Furthermore, the dependence of the effec-
tive temperature on the flow velocity (which depends on

radial position) leads to an additional broadening of the
distribution of Teff at any given time.

In order to further quantify the connection between
the photon spectrum and the emission temperature, a
model calculation allows to dissect the photon contribu-
tion in terms of transverse momentum. Figure 5 shows
the relative photon yield in different transverse momen-
tum regions, as a function of the temperature at which
those photons were radiated. The photon yield is ob-
tained by integrating the flow-boosted photon emission
rate over the space-time volume. The rate is large at high
temperatures, but the corresponding space-time volume
is small. As the system cools and the rate drops, the
decrease in the rate is (partially) offset by the increasing
fireball volume, and the shift to lower photon energies re-
sulting from the cooling is counteracted by the increasing
radial flow. The combination of these effects can create
a bi-modal distribution of the thermodynamic tempera-
tures that contribute to photon production in a given pT
window. The relative size of the two peaks correspond-
ing to emission from very hot cells with little flow and

LHC

STUDYING THE DIFFERENTIAL TEMPERATURE DISTRIBUTION WITH 
A REALISTIC FLUID-DYNAMICAL CALCULATION
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temperatures, owing to the development of radial hydro-
dynamic flow. Furthermore, the dependence of the effec-
tive temperature on the flow velocity (which depends on

radial position) leads to an additional broadening of the
distribution of Teff at any given time.

In order to further quantify the connection between
the photon spectrum and the emission temperature, a
model calculation allows to dissect the photon contribu-
tion in terms of transverse momentum. Figure 5 shows
the relative photon yield in different transverse momen-
tum regions, as a function of the temperature at which
those photons were radiated. The photon yield is ob-
tained by integrating the flow-boosted photon emission
rate over the space-time volume. The rate is large at high
temperatures, but the corresponding space-time volume
is small. As the system cools and the rate drops, the
decrease in the rate is (partially) offset by the increasing
fireball volume, and the shift to lower photon energies re-
sulting from the cooling is counteracted by the increasing
radial flow. The combination of these effects can create
a bi-modal distribution of the thermodynamic tempera-
tures that contribute to photon production in a given pT
window. The relative size of the two peaks correspond-
ing to emission from very hot cells with little flow and
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temperatures, owing to the development of radial hydro-
dynamic flow. Furthermore, the dependence of the effec-
tive temperature on the flow velocity (which depends on

radial position) leads to an additional broadening of the
distribution of Teff at any given time.

In order to further quantify the connection between
the photon spectrum and the emission temperature, a
model calculation allows to dissect the photon contribu-
tion in terms of transverse momentum. Figure 5 shows
the relative photon yield in different transverse momen-
tum regions, as a function of the temperature at which
those photons were radiated. The photon yield is ob-
tained by integrating the flow-boosted photon emission
rate over the space-time volume. The rate is large at high
temperatures, but the corresponding space-time volume
is small. As the system cools and the rate drops, the
decrease in the rate is (partially) offset by the increasing
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a bi-modal distribution of the thermodynamic tempera-
tures that contribute to photon production in a given pT
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ing to emission from very hot cells with little flow and
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this may indicate that our hydrodynamic calculations un-
derestimate the photon production rate in the HG phase
and/or near the quark-hadron phase transition. This ob-
servation invites further scrutiny in terms of its sensitiv-
ity to variations in the initial conditions and the trans-
port coefficients the expanding hydrodynamic fluid.
We also investigated the centrality dependence of the

inverse slope of the thermal photon spectra in Au+Au
collisions at RHIC (see Table I). For the hydrodynamic

Centrality PHENIX preliminary Teff

results (MeV) (MeV)

0-20% 237± 25± 29 267

20-40% 260± 33± 31 259

40-60% 228± 28± 27 246

60-92% 254± 53± 25 225

TABLE I: Preliminary results for the inverse slope param-
eters extracted from thermal photon spectra for 200AGeV
Au+Au collisions obtained by the PHENIX Collaboration
[38], compared with those from the hydrodynamic model, for
different collision centralities. To facilitate comparison with
the experimental data, the theoretical spectra where fitted
to exponentials in pT in the same interval as used in [38],
0.6<pT < 2.0GeV.

runs on which Fig. 6 is based, our results show a
very weak centrality dependence, with Teff being slightly
smaller in peripheral than central collisions.
Returning to Figs. 2 and 3, we see that the large mea-

sured values for the inverse photon slope reflect, on av-
erage, true emission temperatures that lie well below the
observed effective temperature. This raises an interesting
question: Could it be that in the experiments we don’t
see any photons at all from temperatures well above Tc,
and that all measured photons stem from regions close to
Tc and below, blue-shifted by radial flow to effective tem-
perature values above Tc? To get an idea what the answer
to this question might be we performed a schematic study
where in Fig. 2 we turned off by hand all contributions
to the photon spectrum from cells with true tempera-
tures above 220MeV at RHIC and above 250MeV at the
LHC (corresponding to about 1/3 of the total photon
yield in both cases), and in Fig. 3 all contributions from
τ < 2 fm/c (corresponding to 26% and 28.5% of the total
photon yield for RHIC and LHC collisions, respectively,
see Table II).3 We show as arrows pointing to the right

3 This implements, in a very rough way, the idea that the initial
fireball state might be purely gluonic, and that chemical equili-
bration of quarks can be characterized by a time constant taken
to be about 2 fm/c. It ignores, however, that an initial suppres-
sion of quarks must be compensated by an increase in the gluon
temperature [11, 14], in order to maintain the same total entropy
and final multiplicity. As quarks are being produced from glu-
ons, these quarks thus radiate more strongly than in chemical

range of photon fraction of total photon yield

emission AuAu@RHIC PbPb@LHC

0-20% centr. 0-40% centr.

T = 120-165MeV 17% 15%

T = 165-250MeV 62% 53%

T > 250MeV 21% 32%

τ = 0.6− 2.0 fm/c 28.5% 26%

τ > 2.0 fm/c 71.5% 74%

TABLE II: Fractions of the total photon yield emitted from
the expanding viscous hydrodynamic fireball from various
space-time regions as indicated, for the two classes of colli-
sions considered in this work.

vertical axes in Figs. 2 and 3 the inverse slopes of the fi-
nal space-time integrated hydrodynamic photon spectra:
Solid black and red lines correspond to calculations as-
suming full chemical equilibrium from the beginning and
using thermal equilibrium and viscously corrected pho-
ton emission rates, respectively. The dashed black and
red arrows show the same for calculations with delayed
chemical equilibration, as described above. The (over-
estimated) effects of our schematic handling of delayed
chemical equilibration on the final inverse photon slope
are seen to be roughly of the same order of magnitude
as those from viscous corrections to the photon emission
rates (∼ 10% for Teff), and thus too small to be experi-
mentally resolved with the present experimental accuracy
of Teff . We note that, for both RHIC and LHC energies,
the calculated inverse slopes are consistent (within er-
rors) with the experimentally measured values, although
near the high end of the observationally allowed band for
RHIC.
We conclude that thermal photons can indeed be used

as a thermometer in relativistic nuclear collisions, but
that their interpretation requires a dynamical model
which has the sophistication demanded by the wealth of
hadronic data that currently exist at RHIC and at the
LHC. We observe that the large observed effective tem-
peratures of thermal photons emitted from heavy-ion col-
lisions, and their significant increase from RHIC to LHC
energies, reflect mostly the strong radial flow generated in
these collisions and do not directly prove the emission of
electromagnetic radiation from quark-gluon plasma with
temperatures well above Tc. In particular, they are not
representative of the initial temperature of the QGP gen-
erated in the collision. We hasten to say, however, that
a hot and dense early stage of the expanding medium
is necessary to generate (either hydrodynamically or by

equilibrium, leading to a cancellation that leaves the total pho-
ton spectrum almost unchanged [11]. Our simplified treatment
ignores this increase in temperature and thus overestimates the
effect of early-time quark suppression on the photon spectrum.
In this sense, our conclusion from this study is conservative.

¢Photons can be used as a 
thermometer! 

¢T>Tc is reached

ALICE 
NPA (2013) 
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A REALISTIC FLUID-DYNAMICAL CALCULATION

Teff = 304 ± 51MeV

Shen, Heinz, Paquet, Gale, PRC (2014)
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From G. Denicol (McGill)

Is there more?

  4

BulkShear

Resistance to expansion  Resistance to deformation  

What about new sources of dissipation? 

Why not consider bulk viscosity?
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IS THE HYDRO MODELLING COMPLETE?


MORE TO THE HYDRO!
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FIG. 5: The trace anomaly calculated in lattice QCD with p4 and asqtad actions on Nτ = 6 and
8 lattices compared with the parametrization given by Eqs. (4.2) and (4.3). The solid, dotted

and dashed lines correspond to parametrizations s95p−v1, s95n−v1 and s90f−v1 respectively, as
discussed in the text.
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FIG. 6: The pressure, energy density (left panel) and speed of sound (right panel) in the equations

of state obtained from Eqs. (4.2) and (4.3). The vertical lines indicate the transition region (see
text). In the right panel we also show the speed of sound for the HRG EoS and EoS with first
order phase transition (thin dotted) line, the EoS Q

hadron gas, and its minimum value is that of HRG speed of sound3. It is quite simple to
understand why this happens: To achieve smaller speed of sound than the speed of sound in
hadron gas, the trace anomaly should be larger than in HRG. As one can see in Fig. 4, the
present lattice data clearly disfavors such a scenario. In Figure 6 we indicate the transition
region from hadronic matter to deconfined state by vertical lines. We define the transition

3 Similar EoS was presented already in Refs. [45, 46].
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¢For a non-conformal fluid, the bulk 
viscosity is not zero 

¢Around Tc, the bulk viscosity should 
matter

Huovinen and Petreczky, Nucl. Phys. A (2010)

T µν = −Pgµν +ωuµuν + ΔT µν

The dissipative terms, to second order:

ΔT µν = Fµν [η,ζ ,χ ]

¢Very few calculations incorporate all of these 

¢The hydro description is still very much in evolution

The importance of the bulk viscosity of QCD in ultrarelativistic heavy-ion collisions,S. Ryu, J. -F. Paquet, 
C. Shen, G.S. Denicol, B. Schenke, S. Jeon, C. Gale, arXiv:1502.01675 [nucl-th].
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Conclusions
¢ Heavy-Ion collisions are teaching us about:



¢ The initial state via the QCD nature of the 
nuclear wave function



¢ The properties of the strongly coupled medium


¢ The EOS of QCD, as it enters the hydro 

evolution


¢ Transport coefficients of QCD



¢ The fluid dynamical paradigm is remarkably 
successful. The revolution is not over



¢ RHIC and the LHC have measured the largest 
temperatures, and the lowest specific shear 
viscosity ever produced.



¢ Moving closer to ab-initio modelling; exciting times 
ahead!
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Thank you !


