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LHC bunch crossing: 40 MHz
pp interactions per bunch crossing: ~ 50
Each second there are …

~ 200 million separate pp interactions
~ 1 Higgs candidate
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The ATLAS Trigger

• ATLAS as a two level trigger …

• Hardware pipelined Level 1 system

• Level 1 runs fast reconstruction with dedicated limited granularity detector 
readout 

• Calorimeter and Muon Spectrometer only 

• Identifies Regions of Interest (RoI) for processing in the HLT with full detector 
granularity

• Low latency: ~ 2.5 μs 

• Output rate ~ 100 kHz

• Software High Level Trigger (HLT) system

• Large homogeneous CPU farm

• Reads out the data only in the RoI for the event

• Runs increasingly complex algorithms with the full granularity data

• Since Run 2, each event is fully processed on a single node 

• Output rate ~ 1 kHz 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Run conditions in Run 2 and 
Run 3 

• Expected Run 3

• 2.1 × 1034 cm-2 s-1  max <μ> ~ 60 

• Luminosity levelling for the first part of the run by  adjustment of the betatron 
function at both  ATLAS and CMS

• HLT and L1 menu and prescale updated to accommodate the LHC conditions 
and filling scheme  

• Calibration and Debug stream besides physics streams

• Dynamically configured during the data taking for decay of instantaneous 
luminosity 
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Figure 3: Evolution of several parameters during β* Leveling at LHCb. The luminosity (red) is leveled to match an average
event pile-up (blue) of 1.6. The beam emittance (black) increases during a fill and is based the observed evolution during
Run 1. The β* (magenta) change is made in steps corresponding to predefined matched optics. In the first part of the fill the
luminosity is leveled by offset.
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Figure 4: One step in the β* leveling sequence. Three main
phases can be seen on the picture: the luminosity decay
phase at constant β*, the step start, execution and end.

long-rang beam-beam separation changes with β*, the ref-
erence orbit must be dynamically adapted during the step.
It is crucial to ensure the traceability of the corrections that
are applied at each step, a complete history of the correc-
tion applied during all steps must be maintained, including
adjustments by the orbit feedback system.

A simple JAVA application is currently controlling lumi-
nosity leveling by offset as it was used during LHC Run 1.
The application listens to messages from the experiments
(leveling requests) and informs the experiments of the level-
ing status [4]. Due to concurrency problems in case multiple
instances of the application run in parallel, a dedicated server
will be developed to handle all request related to luminosity
optimization and leveling. It will consist of two leveling
modules, each dedicated to one method: offset leveling and
β* leveling.

SQUEEZE WITH COLLIDING BEAMS

In case of severe beam instabilities during the intensity
and luminosity ramp up in Run 2, it may be required to
collide the beams while the betatron squeeze is performed in
IR1 and IR5, see Fig. 2. In that situation colliding the beams
with the smallest possible offset in 2 experiments will be
particularly critical. Experience gained with β* leveling in

LHCb will be essential in order to develop such a complex
operation scheme.

CONCLUSIONS

Luminosity leveling will be required during the entire life
cycle of the LHC, depending on beam parameters it may
be already required for all experiments during Run 2. For
the HL-LHC upgrade luminosity leveling is mandatory and
must be made with β* leveling. It is proposed to operate
with β* leveling in the LHCb experiment at the start of
Run 2. It will provide important input on the operation of
this method with limited risk. The decision to level by β*
in LHCb will be made at the latest by the end of 2014.

REFERENCES

[1] L. Rossi and O.Brüning, ”High Luminosity Large Hadron

Collider A description for the European Strategy Preparatory

Group”, CERN-ATS-2012-236, CERN, Geneva, 2012.

[2] B. Muratori and T. Pieloni, ”Luminosity levelling tech-

niques for the lhc: implications for beam-beam interactions.”,

https://indico.cern.ch/event/189544/

[3] X. Buffat, et al ”Beam-beam Effects in Different Luminosity

Levelling Scenarios for the LHC”, these proceedings.

[4] F. Follin, et al., ”Online luminosity optimization at the lhc”,

proceedings of ICALEPCS 2013, San Francisco, California.

[5] T. Pieloni, et al., ”Observations of Two-beam Instabilities dur-

ing the 2012 LHC Physics Run”, CERN-ACC- 2013-0141,

CERN, Geneva, 2013.

[6] G. Arduini, et al., ”Observations of Instabilities in the LHC

Due to Missing Head-On Beam-Beam Interactions”, CERN-

ACC-2013-0139, CERN, Geneva, 2013.

[7] X. Buffat, et al.”Head-On and Long Range Beam-Beam Inter-

actions in the LHC: Effective Tune Spread and Beam Stability

Due to Landau Damping”, CERN-ACC-2013-0142, CERN,

Geneva, 2013.

5th International Particle Accelerator Conference IPAC2014, Dresden, Germany JACoW Publishing
ISBN: 978-3-95450-132-8 doi:10.18429/JACoW-IPAC2014-TUPRO022

TUPRO022
1060

Co
nt

en
tf

ro
m

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

so
ft

he
CC

BY
3.

0
lic

en
ce

(©
20

14
).

A
ny

di
str

ib
ut

io
n

of
th

is
w

or
k

m
us

tm
ai

nt
ai

n
at

tri
bu

tio
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

ish
er

,a
nd

D
O

I.

05 Beam Dynamics and Electromagnetic Fields
D01 Beam Optics - Lattices, Correction Schemes, Transport

Trigger operation in Run 2
• Operation models with menu, prescale, and streaming developed

• Collection of HLT-L1 chains (menu) and prescale factors are
being evolved according to the LHC conditions of filling scheme

• Additional streams defined in ATLAS data taking besides Physics Streams
• Express, Debug, Calibration, Trigger-Level Analysis, and Monitoring streams

• Prescale to control L1 trigger rate and HLT output bandwidth
• Dynamically configured during the data taking for decay of instantaneous luminosity

6JINST 15 (2020) P10004 TriggerOperationPublicResults

• Typical running Run 2

• 2015:  0.5 × 1034 cm-2 s-1   max <μ> ~ 18

• 2016:  1.3 × 1034 cm-2 s-1   max <μ> ~ 40

• 2017:  1.6 × 1034 cm-2 s-1    max <μ> ~ 70

• 2018:  2.1 × 1034 cm-2 s-1    max <μ> ~ 60 



New features in trigger for Run 3
•Upgrade of L1Calo 
• Feature exactors with modern large-scale FPGAs in L1Calo
• LAr EM calorimeter frontend upgrade 
to reconstruct super cells in trigger

•Upgrade of L1Muon
• To improve inner coincidence with inputs from new detectors 

9L1CaloTriggerPublicResults
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Efficiency gain for a given trigger rate

Level 1 upgrade for Run 3 
• L1 calorimeter design reasonably old > 15 years

• Older hardware

• Limited reconstruction, jets electrons etc with low granularity primitive, square sliding 
window algorithms 

• Level 1 resolution for jets and elections etc very shallow rising edge

• High L1 rate for needed efficiency in the HLT 

• Redesign to add new improved reconstruction

• eFEX  - electron and tau

• jFEX   - jets

• gFEX  - global

• Will allow more fine grained reconstruction and sharper trigger turn on …

6M Sutton - The ATLAS Trigger for Run 3

L1Calo at Phase I
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• New improved hardware algorithms to use better 
coincidences between the components in the Muon 
Spectrometer

• New Small Wheels being added - one for each end

• Extra muon station will be useful in the trigger to reject 
non-pointing fakes 

• (The “Small Wheel” is actually very large, but small by 
comparison with the ATLAS Big Wheel)

7M Sutton - The ATLAS Trigger for Run 3

L1 Muon Trigger



High Level Trigger
• Input ~ 100 kHz

• Output 1 - 1.5 kHz

• Required processing ~ 800 ms

• HLT farm being upgraded wit new machines

• Runs full reconstruction at full detector granularity with in the Rois, typically 
runs

1. Calorimeter or Muon reconstruction in the RoI identified by L1
2. Then runs the Fast tracking 
3. Then runs some hypothesis algorithm to reject events
4. Runs improved, and slower, Calorimeter or Muon reconstruction

5. Then refits the tracks, or processes the tracks again

6. The reconstructs final analysis objects - Electrons, Taus, Muon, jets etc

7. Runs final physics selection to decide to keep the event or not 

• The biggest Sussex trigger contribution is the Inner Detector trigger to run 
the tracking

• We lead the development here and are one of the biggest contributing 
institutes

• Also make significant contributes towards the Egamma trigger 

• Electrons and photons trigger and

• The Core software, trigger configuration, and calibration and debug 
streams 
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT

ATLAS DRAFT

RoI  
generation

Trigger Object  
Reconstruction and Hypo 

Level 2-like 

Data preparation

FastTrackFinder

Event Filter-like 

Precision Tracking

Trigger Object  
Reconstruction and Hypo 

Figure 5: Schematic illustrating the single stage tracking. Here single stage refers to the single processing of a specific
RoI, rather than the separate stages in the track processing for a single RoI.

In both cases, the vertex algorithm runs only on tracks that have been reconstructed in the relevant RoI330

of the track finding. For the leptonic triggers the o�ine based algorithm is usually executed using the331

precision tracks from the final stage of processing. For the b-jet trigger, both algorithms are executed using332

tracks from the specific vertex tracking stage discussed in Section 3.4.333

3.4 Multistage tracking334

Although the fast and precision tracking run in distinct stages or steps, often separated by additional335

algorithms and event rejection, running both algorithms sequentially in a single RoI is in general considered336

to be processing in a single tracking stage since there is only a single pass of the tracking over any specific337

RoI. Where multiple passes of aspects of the tracking are intentionally performed over the similar regions338

of the detector, but with the second pass in a di�erent RoI constructed to overlap with, extend, or update339

the RoI of the first pass, this is referred to as multistage tracking. In this case each set of steps within a340

specific RoI constitutes a single tracking stage. Such a case might be where the first stage runs the fast341
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• Tracking efficiency and 
resolutions are measured by 
comparing tracks found by 
online trigger algorithms to 
tracks found by full offline 
track reconstruction 

• A Tag and Probe analysis is 
used to select muon 
candidates coming from the 
decay of Z boson 
• Tag muon — fully selected 

in Muon Spectrometer and 
Inner Detector 

• Probe muon — selected 
based on Muon 
spectrometer 
reconstruction without use 
of ID trigger tracks 
• Unbiased by ID trigger 

reconstruction

• High efficiency seen up to ~1 TeV 
• Above 99% efficiency even at 

large transverse impact parameter 
values (d0) 

• Resolution better than ~20 μm for 
full range of pseudorapidity (η) 
values
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT
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reconstructed track pT  
• pT greater than 
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• Selection for electron tag and 
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spectrum 
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT

• The raw detector data within the RoI requested from the Readout 
system

• The data preparation then runs once per RoI

• Pixel and SCT clustering, transformation to spacepoints

• Fast tracking is expected ( custom seeding, combinatorial 
track following, fast track fit ) 

• Fast tracks used to seed the Precision Tracking

• Resolved ambiguities in the pattern recognition, rejects 
potential fake tracks, runs the offline track fit

• Trigger signatures, used in the nearly all trigger signatures, 
muons,  electrons  etc

ID Trigger overview

ATL-COM-DAQ-2020-059

ATL-COM-DAQ-2020-059
ATL-COM-DAQ-2020-059

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults


• Despite using custom pattern recognition for some signatures, eg Taus and b-jets, even this may still 
be too time consuming because of the wide RoIs, needed, eg 0.8 × 0.8 for the jets

• Adopt a two stage approach

• First stage: 

• Run the fast tracking in narrow RoIs, but extended the full length of the luminous region in z

• For the tau trigger identify the likely leading tau decay product track vertex

• For b-jets run tracking only in the jet core for all jets, use the tracks to reconstruct the event 
vertex

• Second stage

• Run the fast tracking again, but now with the full width RoI, but tight around the z position 
identified in the first stage  

• Signifiant saving in the overall CPU for the tau and b-jet triggers

• Overall time to run the actual tracking algorithms around 160 ms per event — 290 ms including all 
data preparation etc
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Figure 15: The mean of the total processing time per event for the tracking related algoriths; (a) the data preparation
for the silicon detectors, (b) the fast, and precision tracking, (c) the TRT data preparaion and track extension, and (d)
the vertexing.

due to the early rejection in the trigger which terminates processing before running the precision tracking520

algorithm.521

The TRT data preparation and track extension are both reasonably fast and exhibit a more linear behaviour,522

since they are only executed on tracks from the precision tracking.523

Finally the vertex algorithms are seen to be very fast overall. The histogramming algorithm is in principle524

only executed once per event and, as in the previous section, is seen to have a mean time per call at high525

pile-up of around 0.3 ms, exhibiting only a slight dependence on the pile-up interaction multiplicity. In526

contrast, the o�ine vertex algorithm also runs once per event for the b-jet vertexing, but in addition is527

executed once per RoI for the other signatures. The execution time shows a small dependence on the528

interaction multiplicity, and consists mostly of the time taken by the single execution in the b-jet vertex529

tracking.530

Overall the total time spent in all the tracking related algorithms discussed here is approximately 290 ms531

per event at high pile-up multiplicities, reducing to a little more than 90 ms for the lower multiplicities.532
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4

The mean execution time for the inner detector trigger track finding algorithms, which are run after the data preparation 
stage, as a function of the mean pile-up interaction multiplicity, <μ>, throughout a physics run, taken during September 
2018 with a proton-proton centre of mass energy of 13 TeV. Shown are the execution times for both the fast, and the 
precision tracking. The inner detector trigger operates by first running a fast track finder algorithm which performs pattern 
recognition using the hit information from the ATLAS silicon detector and then runs a fast track fit. Following this, these 
tracks are passed to the precision tracking which runs the offline ambiguity solving algorithm and refits the tracks using 
the offline track finder after extending the tracks into the ATLAS transition radiation tracker.  The processing times are the 
mean over all events in the sample for each pile-up multiplicity, of the total time spent in the algorithm from all triggers and 
in all signatures, and so represents the complete time spent in the fast track finder and the precision tracking in an event.

Two stage tracking
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Figure 7: A schematic illustrating the RoIs from the single-stage and two-stage tau lepton trigger tracking, shown in
plan view (x-z plane) along the transverse direction and in perspective view. The z-axis is along the beam line. The
combined tracking volume of the 1st and 2nd stage RoI in the two-stage tracking approach is significantly smaller than
the RoI in the single-stage tracking scheme.

3.4 Multi-stage tracking342

Although the fast and precision tracking runs in distinct stages or steps, often separated by additional343

algorithms and event rejection, running both algorithms sequentially in a single RoI is in general considered344

to be processing in a single tracking stage since there is only a single pass of the tracking over any specific345

RoI. Where multiple passes of aspects of the tracking is intentionally performed over the same regions of346

the detector, often in di�erent RoIs constructed to overlap, this is referred to as multi-stage tracking. In this347

case each set of steps within a specific RoI constitutes a single stage. Such a case might be where the first348

stage runs the fast tracking in a narrow RoI, and a subsequent stage again runs the fast tracking in a new RoI,349

along the same direction, but wider. This is illustrated for a generic multi-stage signature in Figure 6.350

For the hadronic tau trigger, it is useful to run the tracking in a larger RoI than for instance, electrons, to351

allow for the opening angle of the tracks from three-prong tau decays [42]. To limit the tracking CPU usage352

in wider RoI, a two-stage processing approach was implemented for the tau trigger in Run 2. In the first353

stage, the position of the tau event vertex along the beam line is identified by executing the fast tracking in354

a narrow RoI in both ⌘ and � but fully extended along the beam line in the range |z | < 225 mm to identify355

the leading tau tracks. The second stage executes the fast tracking followed by the precision tracking for the356

tracks found in this second fast tracking stage, but this time in a wider RoI in both ⌘ and �, centred on357

the z position of the leading track identified by the first stage and limited to |�z | < 10 mm with respect to358

this leading track. The RoIs from these di�erent single-stage and two-stage strategies are illustrated in359

Figure 7.360

For comparison purposes, during the commissioning for the Run 2 data taking, the tau lepton signatures361

were also executed in a single-stage mode, similar to that used for Run 1 [43], running the fast track finder362
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High Level Trigger framework 
upgrade for Run 3
• The ATLAS code framework has been upgraded to make use of multi-

threading

• Athena → Ahena “MT” 

• Reduces memory footprint as shared components - magnetic field map, 
geometry, etc - can be shared between events being processed 
concurrently

• Events, trigger chains, and algorithms can run concurrently within individual 
events, with multiple events processed concurrently

• Meant rewriting the way all the data is accessed within the  code

• Rewrites to many of the algorithms

• Complicated rewrite of the way that the different algorithms are executed for 
the different trigger chains in the Trigger

• Now different chains can execute concurrently, algorithms rewritten to be 
thread safe

11M Sutton - The ATLAS Trigger for Run 3
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Further HLT Devolpments for Run 3
• HLT algorithm developments for Run 3

• Many new features are being developed 

• Increased sharing of online and offline tools within the common AthenaMT framework e.g. 
Machine Learning implementation for online tracking

• Improved reconstruction of electron tracks for the Electron trigger

• Online tracking is important for hadronic objects, jets, Missing ET (MET) as well as tracking-based 
objects (b-jets, and taus, electrons 

• In Run 2 the tracking was not used for the MET trigger 

• Following the cancellation of the ATLAS FTK projects, for Run 3 the HLT tracking in the full 
detector has being implemented

• This full detector tracking instance will be shared between the jet and MET triggers

• Very costly to run, many changes introduced to reduce the fullscan tracking time 

• Jet rate ~ 18 kHz, currently the new FS tracking takes up ~ 45 % of the entire HLT farm 
processing 

• A significant improvement is the use of machine learning to filter the pixel spacepoints before 
the tracking
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• The ATLAS Trigger system has performed extremely well over the years, and 
particularly during Run 2 in no small part due to the dedicated contribution from 
University of Sussex personnel

• For Run 3 the L1 trigger hardware is being upgraded, and the HLT framework 
has been rewritten to make use of extensive parallelism

• This has been a very long and arduous task, but is now coming together and 
is beginning to bear fruit

• The start of LHC Run 3 is only around 6 months away - due to restart in late 
Spring 2022

• Much work still remains to done but we at Sussex are currently making 
leading contributions into many different  facets of the HLT development, 
with a contribution which belies the reasonably small size of the Sussex 
group

• The start up of the LHC next year will be an extremely interesting time for us all

Outlook
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