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Recent experimental results on QGP 
formation and properties at the LHC
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Heavy Ion Collisions
24-11-1926 — 4-8-2024 22-6-1934 — 6-8-2024

“It would be intriguing to explore new phenomena by distributing
high energy or high nuclear matter over a relatively large volume.”

“In this way one could temporarily restore broken symmetries of the
physical vacuum and possibly create abnormal states of nuclear 
matter.”

“Nevertheless, such speculations reminds us that the possibility of
totally unexpected phenomena may be the most compelling reason
to consider relativistic nucleus-nucleus collisions. It is regrettable that
It is so hard to estimate the odds for this to happen.”

T.D. Lee, Bear Mountain, NY, 1974. J.D. Bjorken, FNAL, PRD 27 (1983) 140.
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RHIC and the LHC

The dream of T.D. Lee and 
J.D Bjorken came true!
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Hadron PhysicsNΞ femtoscopy (expt.)

ALICE Coll. (LHC),  Nature 588 (2020) 232

(pp,  √s = 13 TeV)

16

p

Ξ-

See talk Tetsuo Hatsuda

4

Experimental data in charm sector
Observed correlation functions with charm: DN, Dπ, DK

ALICE collaboration, PRD 106, 052010 (2022);
ALICE collaboration, PRD 110, 032004 (2024)

as previously mentioned, the systematic uncertainty on
Cexpðk"Þ is estimated by varying the proton and D−-
candidate selection criteria and ranges between 0.5% and
3% as a function of k". The uncertainties of the λi weights
are derived from the systematic uncertainties on the proton
and D− purities (Pp and PD−), fD"− , and fnonprompt reported
in Sec. III A. The systematic uncertainties of CpðKþπ−π−Þðk"Þ
are estimated following the same procedure adopted for
Cexpðk"Þ and, in addition, by varying the range of the fit of
the correlation function parametrized from the sidebands
regions of the invariant mass distribution. Additional
checks are performed by varying the invariant mass interval
used to define the sidebands region of up to 100 MeV=c2.
The resulting systematic uncertainty ranges from 1% to
5%. The systematic uncertainty of CpD"−ðk"Þ is due to the
uncertainty on the emitting source. Considering the small
λpD"−ðk"Þ this uncertainty results to be negligible compared
to the other sources of uncertainty. The overall relative
Systematic uncertainty on CpD−ðk"Þ resulting from the
different sources ranges between 3% and 10% and is
maximum in the lowest k" interval.

IV. RESULTS

The resulting genuine CpD−ðk"Þ correlation function can
be employed to study the pD− strong interaction that is
characterized by two isospin configurations and is coupled
to the nD̄0 channel. First of all, in order to assess the effect
of the strong interaction on the correlation function, a
reference calculation including only the Coulomb interac-
tion is considered. The corresponding correlation function is
obtained using CATS [71]. Second, various theoretical
approaches to describe the strong interaction are bench-
marked, including meson exchange (J. Haidenbauer et al.
[22]), meson exchange based on heavy quark symmetry
(Y. Yamaguchi et al. [25]), an SU(4) contact interaction
(J. Hoffmann and M. Lutz [23]), and a chiral quark model
(C. Fontoura et al. [24]). The relative wave functions for the
model of J. Haidenbauer et al. [22] are provided directly,
while for the other models [23–25] they are evaluated by
employing a Gaussian potential whose strength is adjusted
to describe the corresponding published I ¼ 0 and I ¼ 1
scattering lengths listed in Table I. The pD− correlation
function is computed within the Koonin-Pratt formalism,
taking into account explicitly the coupling between the pD−

and nD̄0 channels [73] and including the Coulomb inter-
action [74]. The finite experimental momentum resolution is
considered in the modeling of the correlation functions [39].
The outcome of these models is compared in Fig. 3 with

the measured genuine pD− correlation function. The degree
of consistency between data and models is quantified by the
p-value computed in the range k" < 200 MeV=c. It is
expressed by the number of standard deviations nσ reported
in Table I, where the nσ range accounts, at one standard
deviation level, for the total uncertainties of the data points
and the models. The values of the scattering lengths f0 for
the different models are also reported in Table I. Here, the
high-energy physics convention on the scattering-length
sign is adopted: a negative value corresponds to either a
repulsive interaction or to an attractive one with presence of
a bound state, while a positive value corresponds to an
attractive interaction. The data are compatible with the
Coulomb-only hypothesis within ð1.1–1.5Þ σ. Nevertheless,
the level of agreement slightly improves in case of the
models by J. Haidenbauer et al. (employing g2σ=4π ¼ 2.25)
which predicts an attractive interaction, and by Y.
Yamaguchi et al. which foresees the formation of a ND̄
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FIG. 3. Genuine pD− correlation function compared with
different theoretical models (see text for details). The null
hypothesis is represented by the curve corresponding to the
Coulomb interaction only.

TABLE I. Scattering parameters of the different theoretical models for the ND̄ interaction [22–25] and degree of
consistency with the experimental data computed in the range k" < 200 MeV=c.

Model f0ðI ¼ 0Þ f0ðI ¼ 1Þ nσ

Coulomb (1.1–1.5)
Haidenbauer et al. [22] (g2σ=4π ¼ 2.25) 0.67 0.04 (0.8–1.3)
Hofmann and Lutz [23] −0.16 −0.26 (1.3–1.6)
Yamaguchi et al. [25] −4.38 −0.07 (0.6–1.1)
Fontoura et al. [24] 0.16 −0.25 (1.1–1.5)

S. ACHARYA et al. PHYS. REV. D 106, 052010 (2022)

052010-6

D−p

Introduction — femtoscopy

Unique way to obtain data in charm sector (yet low statistics)

Studying the interaction between charm and light-flavor mesons ALICE Collaboration

modeled using the well-understood Coulomb potential, while the latter is parameterized with a Gaussian
potential of the form

V (r) =V0 exp(�m
2
⇢r

2), (7)

where V0 is the potential strength and m⇢ is the mass of the lightest exchangeable meson, the ⇢ meson,
which is the parameter that controls the potential range. The strength V0 is tuned to reproduce the
scattering lengths of the model [30].

The theoretical models provide the scattering parameters in the (strangenenss, isospin) basis, but in the
experiment, the interactions are accessible only in the charge basis. The same-charge pairs consist of
a pure isospin state. The opposite-charge pairs are a mixture of two isospin states, which can be ad-
dressed by solving the coupled-channel Schrödinger equation with two isospin interaction components.
In the case of D(⇤)⇡ pairs, the isospin channel I = 3/2 is shared between the same- and opposite-charge
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Figure 4: Genuine correlation functions with statistical (bars) and systematic uncertainties (boxes) compared to
theoretical model predictions (bands), listed in Tables 4 and 5. The width of the theoretical bands represents the
uncertainty related to the source. The number of standard deviations ns is reported for each model in the legend.
The results are shown for D⇡ (first row) and DK (second row) for the opposite- (left column) and same-charge
(right column) combinations.

15

D+K− D+K+

D+π− D+π+

See talk Tetsuo Hyodo

核科学与技术系

72 new hadrons were found at LHC. 23 of these are "exotic" 

Particle “Zoo” again ! 
57

核科学与技术系

72 new hadrons were found at LHC. 23 of these are "exotic" 

Particle “Zoo” again ! 
57

See talk Chengping Shen

The LHC is a beautiful machine for hadron physics!
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Particle Production in pp, pA and AA

A. Dobrin - LHCP24 3406/07/24

dNch/dη in Run 3 

● dNch/dη measured at highest energy in Pb–Pb and pp collisions
● Magnitude and shape not fully described by MC calculations 

Multiplicity dependence follows power laws from lower energies and grows faster in AA collisions, 
magnitude and rapidity dependence (even in pp) not fully described by MC calculations

A Large Ion Collider Experiment
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dN/dη vs energy Comparison to models

Multiplicity measured using ITS + TPC tracks


New run 3 results

Results in line with extrapolation from lower energies


Important baseline for  
particle production models
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Heavy Ion Collisions
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Fig. 1 Regions of the QCD phase diagram where constraints from heavy-ion collisions (HIC), lattice
QCD (LQCD), perturbative QCD (pQCD), low-energy heavy-ion collisions (LENP), chiral e↵ective
field theory (�EFT), and astrophysics (neutron stars, NS) are available.

then means that higher
p
sNN reaches larger nB whereas lower

p
sNN reach a smaller

range of nB . The exact switching point from a quark-gluon plasma dominated- to
hadronic-dominated dynamical description is unknown and still hotly debated within
the community. The initial collision temperature T0 is model-dependent, so we do
not include estimates for it in this work. The freeze-out temperature, however, can
be more directly extracted from experimental data (with certain caveats that we will
explain here) using particle yields and assuming thermal equilibrium at freeze-out.
Additionally, the emission of photons and lepton pairs (dileptons), which are immune
to strong interactions and can traverse the QGP, can be used to extract average
temperatures at di↵erent points in the heavy-ion collision evolution, which can be used
to pin down the temperature evolution (Strickland, 1994; Schenke and Strickland,
2007; Martinez and Strickland, 2008; Dion et al, 2011; Shen et al, 2014; Gale et al,
2015; Bhattacharya et al, 2016; Ryblewski and Strickland, 2015; Paquet et al, 2016;
Kasmaei and Strickland, 2019, 2020). On the other hand, the extraction of nB is more
model dependent. If a QCD critical point exists, then susceptibilities of the pressure
will diverge exactly at the critical point and may have non-trivial behavior in the
surrounding critical region (Stephanov, 2009; Parotto et al, 2020; Mroczek et al, 2021).
In equilibrium, these would determine the cumulants of the distribution of protons,

12

Veronica Dexheimer
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Heavy Ion Collisions
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The ALICE experiment - A journey through QCD ALICE Collaboration

The partons within the nuclei that are involved in the smaller-Q2 interactions control the overall energy279

density/entropy deposition in the initial state, and their interaction rate is largely driven by Npart. They280

lead to a “lumpiness” of the initial density profile, which is the result of fluctuations in the distribution of281

nuclear matter, and is observed in the figure. Immediately after the collision, the smaller-Q2 interactions282

occur in the context of a weakly coupled pre-equilibrium phase. This is succeeded via the creation of283

even softer partons in these processes, which enable the formation of a strongly coupled QGP phase. The284

hard processes from large-Q2 interactions, with their rate driven by Ncoll, result in the creation of high285

momentum (or high mass) quarks or gluons, as indicated in the figure via the gluon and charm quark286

trajectories. As they have short wavelengths, they will interact with other quarks and gluons on a micro-287

scopic level, leading to energy loss effects (the energy being transferred to the medium), and therefore288

they offer information on the opaqueness of a QGP. The interactions of high-momentum partons with a289

QGP can be radiative (indicated in the figure for a gluon) as well as elastic, as indicted by the change290

in direction of the charm quark. The amount of energy loss will depend on the momentum, mass, type291

of process (inelastic or elastic), the distance traversed (path length) of the hard scattered parton, and is292

subject to stochastic processes. The heavy quarks produced via hard processes can also form quarkonia293

(bound heavy quark-antiquark states), with their production rate being suppressed because the binding294

force between the quark and anti-quark is weakened (screened) by the presence of the color charge295

of quarks and gluons. That suppression is closely related to the temperature of the QGP, and can be296

counterbalanced by a regeneration process that recombines heavy quarks participating in the medium in-297

teractions, depending on the abundance of heavy quarks. In addition, the parton fragmentation processes298

(indicated by the yellow cone) lead to jets, partonic showers that arise from these highly virtual partons,299

and that fragment into experimentally observable hadrons once the shower components reach low virtu-300

ality. That fragmentation pattern in the medium can be altered compared to vacuum like conditions, e.g.301

e+e� collisions.302

b
g g
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Initial Stages QGP formation
Hadronisation

Freeze-out

!

Pre-equilibrium Viscous hydrodynamics Hadronic rescattering

Time:        0 fm/c < 1 fm/c ~10 fm/c ~1015 fm/c

π
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Figure 3: The evolution of a heavy-ion collision at LHC energies.

The evolution of a QGP for most processes involved in soft interactions after ⇠ 1 fm/c can be understood303

as follows. Since the mean free path of the vast majority of QGP constituents is expected to be much304

smaller than the size of the QGP formed (assuming these constituents are strongly coupled), multiple305

interactions drive an expansion. This expansion is highly influenced by the non-uniform energy distribu-306

10

See talk of Akihito Monnai
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Heavy-Ion Collisions (pre-RHIC)

The model of heavy-ion collisions The standard model of particle physics 

pre-RHIC heavy-ions were modelled by a stitch work of models, one model for each observable
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Heavy-Ion Collisions (now)

The standard model of heavy-ion collisions The standard model of particle physics 
I would like to convince you that due to huge theoretical progress and the experimental measurements at 
RHIC and the LHC we now have, at least for the soft sector, one standard description 
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Particle Yields

A Large Ion Collider Experiment

ALICE Highlights | LHCP 2024 | M van Leeuwen

Particle yields in heavy-ion collisions: statistical hadronisation

Particle production yields follow statistical 
hadronisation:


with 

• T = 156 ± 2 MeV

• plus resonance feeddown

• plus final state scattering

14

N ∝ (2 J + 1) e−m/T

Yield vs mass

Andronic A., et al. Nature 561, 321-330

N ∝ (2J + 1)e−m/T

With  MeV, plus resonance 
feeddown and final state rescattering

T = 156 ± 2
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Figure 9. Mass dependence of yields dN/dy for various hadron species for Pb-Pb collisions at mid-
rapidity. The left panel is for absolute yields and the right panel is for yields per degree of freedom
(2J +1). In this plot also the primordial (prior to decays) values are shown as lines, corresponding
to hadrons with charm-quark or anti-quark content of 0, 1, 2, and 3 (respective powers of gc).

In figure 10 we show the total yields, the sum of core and corona components, for
selected hadron species for which the data in pp collisions, used for the calculations of
the corona component, are available. We include in the plot a scenario of charm baryon
enhancement, implemented via tripled statistical weights for excited charmed baryons,
which leads to an increase of the total thermal charm densities by 18%. Note that the
additional charmed baryon resonances are all assumed to be narrow Breit-Wigner-type
resonances, as discussed in section 3. We demonstrate that the equivalent increase in the
input charm cross section (from 0.53 to 0.63 mb) leads to a significant increase in the
predicted yield for the charmed baryons, while the yields of all the rest of the species
remain unchanged.1 The numerical values for the case of the PDG hadron spectrum are
shown in table 1. One notices that some of the uncertainties are asymmetric and this
originates either from SHMc, as the gc values are characterized by (slightly) asymmetric
uncertainties and from the corona component via the experimental production cross section
for pp collisions.

In table 2 we have compiled the expected luminosity, rapidity density for Ωccc produc-
tion, inelastic cross section corresponding to the 10% most central collisions, and expected
yields for Ωccc production in 5 different collision systems at top LHC energy and for a run
time of 106 s. The beam parameters are from [73], the rapidity densities and yields for Ωccc

production are our predictions. The predictions are per unit rapidity for the 10% most
central collisions but contain no efficiency and acceptance corrections. Nevertheless, sub-
stantial yields can be expected. Even though the expected luminosity increases by 4 orders
of magnitude when moving from Pb-Pb to O-O, the yield in O-O is comparable to that for

1After the completion of this work, the ALICE collaboration released [72] a charm cross section at mid-
rapidity for pp collisions at 5.02TeV and based on the measurement of charmed mesons and baryons. Due
to a significantly larger fragmentation into charmed baryons as compared to measurements in e+e− and ep
collisions, a charm cross section is obtained increased by 40% compared to the value on which the current
calculations are based.

– 20 –

A. Andronic et al., JHEP07 (2021) 035

See talks D. Roerich and M. Kweon

Particle abundances, to high precision, are 
described by thermal models
We would like to test them in the future also for the 
multi-charm particles in detail
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Global Bayesian Analysis
S. Bass, J. Bernhard, J. Scott Moreland, arXiv:1704.07671, arXiv:1808.021064 / Nuclear Physics A 00 (2017) 1–7

� �� �� �� �� �� �� �� ��
���

���

���

���

���

G1
FK
�G
Ȇ�
G1
�G
\

1FK

ȏ s

. s

S ȂS

<LHOGV

� �� �� �� �� �� �� �� ��
���

���

���

���

���

S 7
�>*
H9
@

ȏ s
. s

S ȂS

0HDQ�S7

� �� �� �� �� �� �� �� ��
����

����

����

����

Y Q
^�
`

Y�

Y�
Y�

3E�
3E������7H9

)ORZ�FXPXODQWV

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

���

���

���

���

���

G1
FK
�G
Ȇ�
G1
�G
\

1FK

ȏ s

. s

S ȂS

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

���

���

���

���

���

S 7
�>*
H9
@

ȏ s
. s

S ȂS

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

����

����

����

����

Y Q
^�
` Y�

Y�
Y�

3E�
3E������7H9

� �� �� �� �� �� �� �� ��
���

���

���

���

���

G1
FK
�G
Ȇ�
G1
�G
\

1FK

ȏ s

. s

S ȂS

<LHOGV

� �� �� �� �� �� �� �� ��
���

���

���

���

���

S 7
�>*
H9
@

ȏ s
. s

S ȂS

0HDQ�S7

� �� �� �� �� �� �� �� ��
����

����

����

����

Y Q
^�
`

Y�

Y�
Y�

3E�
3E������7H9

)ORZ�FXPXODQWV

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

���

���

���

���

���

G1
FK
�G
Ȇ�
G1
�G
\

1FK

ȏ s

. s

S ȂS

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

���

���

���

���

���

S 7
�>*
H9
@

ȏ s
. s

S ȂS

� �� �� �� �� �� �� �� ��

&HQWUDOLW\��

����

����

����

����

Y Q
^�
` Y�

Y�
Y�

3E�
3E������7H9

Fig. 2. Simulated observables compared to experimental data from the ALICE experiment [13, 14]. Top two rows: explicit model
calculations for each of the 300 design points, for 2.76 and 5.02 TeV beam energy respectively; bottom two rows: emulator predictions
of 100 random samples drawn from the posterior distribution. Left column: identified particle yields dN/dy, middle: mean transverse
momenta hpT i, right: flow cumulants vn{2}.

more information than a simple least square fit for the extraction of optimum parameter values. Full prob-
ability distributions for all parameters as well as their pairwise correlations are given, enabling a rigorous
assessment on how meaningful a particular parameter is for the physics model and how well the data actually
constrains the values of the parameters.

The first result we wish to highlight is the TRENTo entropy deposition parameter p, which has a remark-
ably narrow distribution peaked at essentially zero with approximate 90% uncertainty of ±0.1. This implies
that initial state entropy deposition is roughly proportional to the geometric mean of participant nuclear
thickness functions, s ⇠

p
T̃AT̃B. This confirms our previous analysis of the TRENTo model which demon-

strated that p ⇡ 0 simultaneously produces the correct ratio between initial state ellipticity and triangularity
and fits multiplicity distributions for a variety of collision systems [11]. We observe little correlation be-
tween p and any other parameters, suggesting that its optimal value is mostly factorized from the rest of the
model. Further, recall that the p parameter smoothly interpolates among di↵erent classes of initial condition
models; Fig. 4 shows an expanded view of the posterior distribution along with the approximate p-values
for the other models: The EKRT and IP-Glasma models [23, 24] lie squarely in the peak – this helps explain

12

FIG. 6. We show the full correlation matrix for all our parameters. The color coding on the left triangle indicates the Pearson
correlation of all 2D distributions shown in the right triangle. The ranges of the parameters equal those of Fig. 5.

ferent model. We will see shortly that the second order
parameters are quite highly correlated with structure pa-
rameters, making this more non-trivial. The agreement
is a good indication that indeed global Bayesian analysis
can constrain second order transport coefficients.

A parameter of note is the new SMASH parameter
fSMASH, which modifies the interaction probabilities in-
side SMASH by an overall factor. The posterior shows
that fSMASH is consistent with unity, but not well con-
strained when using observable weighting, indicating that
the overall interaction strength in SMASH has little ef-
fect on the observables we use. This lends credence to

the idea that the strengths of particular individual inter-
actions, many of which are not measured, are not very
important for results such as ours, removing a source of
modelling uncertainty.

Fig. 6 shows the correlations between pairs of param-
eters for the posterior which includes observable weight-
ing. In Sec. II, it was noted that Eref was chosen such
that q is relatively uncorrelated with the norm N . One
can see that indeed q is not strongly correlated with the
norm at either 2.76 or 5.02TeV.

In general, the reason one prefers correlation to be
small is that preferentially the posterior distribution

G.Nijs and W. van der Schee. arXiv:2304.0619v1

How can these sets of observables constrain so many model parameters?
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Instead of by impact parameter, the centrality is also often characterized by the

number of participating nucleons (nucleons that undergo at least one inelastic collision)

or by the number of equivalent binary collisions. Phenomenologically it is found that the

total particle production scales with the number of participating nucleons whereas hard

processes scale with the number of binary collisions. These measures can be related

to the impact parameter b using a realistic description of the nuclear geometry in a

Glauber calculation [19], as is shown in Fig. 3b. This Figure also shows that Pb–Pb

collisions at
p
sNN = 2.76 TeV and Au-Au at

p
sNN = 0.2 TeV have a similar distribution

of participating nucleons. The number of binary collisions increases from Au–Au to Pb–

Pb by about 50% because the nucleon-nucleon inelastic cross section increases by about

that amount at the respective center of mass energies of 0.2 and 2.76 TeV.

3. Anisotropic Flow

Flow signals the presence of multiple interactions between the constituents of the

medium created in the collision. More interactions usually leads to a larger magnitude

of the flow and brings the system closer to thermalization. The magnitude of the

flow is therefore a detailed probe of the level of thermalization. The theoretical tools

x,b

y
z

Rea
cti

on Plan
e

Figure 4. Almond shaped interaction volume after a non-central collision of two
nuclei. The spatial anisotropy with respect to the x-z plane (reaction plane) translates
into a momentum anisotropy of the produced particles (anisotropic flow).

to describe flow are hydrodynamics or microscopic transport (cascade) models. In the

transport models flow depends on the opacity of the medium, be it partonic or hadronic.

Hydrodynamics becomes applicable when the mean free path of the particles is much

smaller than the system size, and allows for a description of the system in terms of

macroscopic quantities. This gives a handle on the equation of state of the flowing

matter and, in particular, on the value of the sound velocity cs.

Experimentally, the most direct evidence of flow comes from the observation of

anisotropic flow which is the anisotropy in particle momentum distributions correlated

Fourier series

10

• In flow analysis, anisotropic emission of particles in the transverse plane after 
heavy-ion collision is described by:

• 𝒗𝒏 : flow amplitudes
• 𝚿𝒏 : symmetry planes
• Anisotropic flow is quantified with 𝒗𝒏 and 𝚿𝒏

o 𝒗𝟏 is directed flow
o 𝒗𝟐 is elliptic flow
o 𝒗𝟑 is triangular flow
o 𝒗𝟒 is quadrangular flow, etc.

S. Voloshin and Y. Zhang, Z.Phys. C70 (1996) 665-672

Proportionality vn to initial geometry  and correlation between vn’s very 
sensitive to the initial stage and the properties of the QGP

εn

See talk A. Bilandzic

ε1, ε2, ε3, ⋯ ⟶ v1, v2, v3, ⋯
Φ1, Φ2, Φ3, ⋯ ⟶ Ψ1, Ψ2, Ψ3, ⋯
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Figure 8. a) The eccentricity " calculated in a color glass condensate (CGC) model
and using a Glauber model [28]. b) The v2 obtained using the CGC or Glauber initial
eccentricity [28].

spatial anisotropy can be characterized by the eccentricity, which is defined by

" =
hy2 � x2i
hy2 + x2i , (5)

where x and y are the positions of the participating nucleons in the transverse plane

and the brackets denote an average which traditionally was taken over the number of

participants. Recent calculations have shown that the eccentricity obtained in di↵erent

descriptions, in particular comparing a Glauber with a Color Glass Condensate (CGC)

description, shows that " varies by almost 25% at a given impact parameter [28], see

Fig. 8a. The elliptic flow, obtained when using these di↵erent initial eccentricities is

shown in Fig. 8b. As expected, the di↵erent magnitude of the eccentricity propagates to

the magnitude of the elliptic flow. Because currently we cannot measure the eccentricity

independently this leads to a large uncertainty in experimental determination of ⌘/s.

To summarize, we have seen that the elliptic flow depends on fundamental

properties of the created matter, in particular the sound velocity and the shear viscosity,

but also on the initial spatial eccentricity. Detailed measurements of elliptic flow as

function of transverse momentum, particle mass and collision centrality provide an

experimental handle on these properties. In the next section, before we discuss the

measurements, we first explain how we estimate the anisotropic flow experimentally.

4. Elliptic Flow: Analysis Methods

Because the reaction plane angle is not a direct observable the elliptic flow (Eq. 3) can

not be measured directly so that it is usually estimated using azimuthal correlations

between the observed particles. Two-particle azimuthal correlations, for example, can

be written as:

hhei2('1�'2)ii = hhei2('1� RP�('2� RP))ii,Elliptic Flow: A Brief Review 10

= hhei2('1� RP)ihe�i2('2� RP)i+ �2i,
= hv22 + �2i, (6)

where the double brackets denote an average over all particles within an event, followed

by averaging over all events. In Eq. 6 we have factorized the azimuthal correlation

between the particles in a common correlation with the reaction plane (elliptic flow v2)

and a correlation independent of the reaction plane (non-flow �2). Here we have assumed

that the correlation between v2 and �2 is negligible. If �2 is small, Eq. 6 can be used

to measure hv22i, but in general the non-flow contribution is not negligible. In Fig. 9

(a) (b) (c)

Figure 9. Examples of particle distributions in the transverse plane, where for a)
v2 > 0, v2{2} > 0, b) v2 = 0, v2{2} = 0, and c) v2 = 0, v2{2} > 0.

we illustrate two-particle nonflow contributions as follows: In Fig. 9a an anisotropic

distribution is shown for which both v2 = hcos 2�i and the two-particle correlation

v2{2} =
q
hcos 2(�1 � �2)i are positive. Figure 9b shows a symmetric distribution for

which v2 = 0 and also v2{2} = 0. Figure 9c shows two symmetric distributions rotated

with respect to each other which give v2 = 0 while v2{2} is nonzero. This illustrates

how non-flow contributions from sources like resonance decays or jets can contribute to

v2 measured from two particle correlations.

The collective nature of elliptic flow can be exploited to suppress non-flow

contributions [29, 30]. This is done using so called cumulants, which are genuine multi-

particle correlations. For instance, the two particle cumulant c2{2} and the four particle

cumulants c2{4} are defined as:

c2{2} ⌘
DD

ei2('1�'2)
EE

=
D
v22 + �2

E
. (7)

c2{4} ⌘
DD

ei2('1+'2�'3�'4)
EE

� 2
DD

ei2('1�'2)
EE2

,

=
D
v42 + �4 + 4v22�2 + 2�22

E
� 2

D
v22 + �2

E2
,

=
D
�v42 + �4

E
. (8)

From the combinatorics it is easy to show that �2 / 1/Mc and �4 / 1/M3
c , where Mc is

the number of independent particle clusters. Therefore, v2{2} is only a good estimate

if v2 � 1/
p
Mc while v2{4} is already a good estimate of v2 if v2 � 1/Mc

3/4; for c2{1}
this argument leads to v2 � 1/Mc. This shows that for a typical Pb–Pb collision at

the LHC with Mc = 500 the possible non-flow contribution can be reduced by more

than an order of magnitude using higher order cumulants. One of the problems in using
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Non flow 

⟨v2
2⟩ = ⟨v2⟩2 + σ2

if σ ≪ ⟨v⟩ then

Fluctuations 

Elliptic Flow: A Brief Review 11

multi-particle correlations is the computing power needed to go over all possible particle

multiplets. To avoid this problem, multi-particle correlations in heavy-ion collision are

calculated from generating functions with numerical interpolations [29] or, as was shown

more recently, from an exact solution [31].

The last equality in Eq. 8 follows from the assumption that v2 and �2 are

uncorrelated and also that h�22i = h�2i2 and hv42i = hv22i2. In other words, we have

neglected the event-by-event fluctuations in v2 and �2. The e↵ect of the fluctuations on

v2 estimates can be obtained from

hv22i = hv2i2 + �2,

hv42i = hv2i4 + 6�2hv2i2,
hv62i = hv2i6 + 15�2hv2i4. (9)

Neglecting the non-flow terms we have the following expressions for the cumulants:

v2{2} =
q
hv22i,

v2{4} = 4
q
2hv22i2 � hv42i,

v2{6} = 6

s
1

4
(hv62i � 9hv22ihv42i+ 12hv22i3). (10)

Here we have introduced the notation v2{n} as the flow estimate from the cumulant

c2{n}. Assuming that � ⌧ hvi we obtain from Eqs. 9 and 10, up to order �2:

v2{2} = hv2i+
1

2

�2

hv2i
,

v2{4} = hv2i �
1

2

�2

hv2i
,

v2{6} = hv2i �
1

2

�2

hv2i
. (11)

From Eqs. 7 and 11 it is clear that the di↵erence between v2{2} and v2{4} is sensitive

to non-flow and fluctuations.

Flow fluctuations have become an important part of elliptic flow studies [32, 33,

34, 35, 36, 37, 38, 39, 40, 41, 42]. It is believed that such fluctuations originate mostly

from fluctuations in the initial collision geometry. This is illustrated in Fig. 10 which

shows participants that are randomly distributed in the overlap region. This collection

of participants defines a participant plane  PP [33] which fluctuates, for each event,

around the reaction plane  RP. These fluctuations can be estimated from calculations

in, for instance, a Glauber model.

Figure 11a shows the eccentricities (Eq. 5) calculated in a Glauber model. Here

"{RP} denotes the eccentricity in the reaction plane, " is the participant eccentricity

and "{2} and "{4} are the participant eccentricities calculated using the cumulants,

analogous to the definitions in Eq. 10 [32]. In Fig. 11a the eccentricities are calculated

using as a weight the participating nucleons (open and solid markers) or as a weight

binary collisions (dashed lines). The figure clearly shows that in both cases " is in

vn(pt, y) = ⟨cos[n(φ − Ψn)]⟩

δ2 ∝ 1/NC δ4 ∝ 1/N3
C
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49

Individual flow harmonics 𝒗𝒏 ALICE, JHEP 1807 (2018) 103

• Anisotropic flow coefficients 𝑣𝑛 of inclusive 
charged particles as a function of centrality, for the 
two-particle and four-particle cumulant methods

• Different centrality dependence of geometry-
dominated harmonics (𝑣2) and fluctuations-
dominated harmonics (𝑣3, 𝑣4, 𝑣5, and 𝑣6)

• Constraints on modelling of initial conditions

B. Schenke, P. Tribedy, R. Venugopalan, Phys. Rev. Lett. 108 (2012) 252301
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Anisotropic Flow

A Large Ion Collider Experiment
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Elliptic flow of charm beauty quarks: impact of mass
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Elliptic flow of charm beauty quarks: impact of mass
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Global Bayesian Analysis
S. Bass, J. Bernhard, J. Scott Moreland, 
arXiv:1704.07671, arXiv:1808.021064 / Nuclear Physics A 00 (2017) 1–7
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Fig. 2. Simulated observables compared to experimental data from the ALICE experiment [13, 14]. Top two rows: explicit model
calculations for each of the 300 design points, for 2.76 and 5.02 TeV beam energy respectively; bottom two rows: emulator predictions
of 100 random samples drawn from the posterior distribution. Left column: identified particle yields dN/dy, middle: mean transverse
momenta hpT i, right: flow cumulants vn{2}.

more information than a simple least square fit for the extraction of optimum parameter values. Full prob-
ability distributions for all parameters as well as their pairwise correlations are given, enabling a rigorous
assessment on how meaningful a particular parameter is for the physics model and how well the data actually
constrains the values of the parameters.

The first result we wish to highlight is the TRENTo entropy deposition parameter p, which has a remark-
ably narrow distribution peaked at essentially zero with approximate 90% uncertainty of ±0.1. This implies
that initial state entropy deposition is roughly proportional to the geometric mean of participant nuclear
thickness functions, s ⇠

p
T̃AT̃B. This confirms our previous analysis of the TRENTo model which demon-

strated that p ⇡ 0 simultaneously produces the correct ratio between initial state ellipticity and triangularity
and fits multiplicity distributions for a variety of collision systems [11]. We observe little correlation be-
tween p and any other parameters, suggesting that its optimal value is mostly factorized from the rest of the
model. Further, recall that the p parameter smoothly interpolates among di↵erent classes of initial condition
models; Fig. 4 shows an expanded view of the posterior distribution along with the approximate p-values
for the other models: The EKRT and IP-Glasma models [23, 24] lie squarely in the peak – this helps explain

The ALICE experiment - A journey through QCD ALICE Collaboration
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Figure 73: The temperature dependence of the shear (top panel) and bulk (bottom) viscosities over entropy den-
sity in the QGP phase constrained by the ALICE measurements shown in Secs. 2.1, 2.2, and 2.5 from various
hydrodynamic models described in the text. Limits from pQCD [51], AdS/CFT [107], and AdS/Non-Conformal
Holographic [808] approaches are also shown. The ranges on the right of the plot represent 90% posterior intervals
from the Bayesian analyses.

The constraints on z/s from ALICE measurements are shown in the bottom panel of Fig. 73. Predictions
from an infinitely-coupled AdS Non-Conformal Holographic approach (AdS/NCH) are also shown for
comparison. As the applicability of Conformal Symmetry regarding the strong potential assumed in the
AdS/CFT scheme at temperatures close to the Tpc is expected to break down, an alternative approach is
needed to determine z/s. The breaking of conformal symmetry leads to z/s rising near Tpc (it is zero
otherwise). This approach was also used to reevaluate the h/s in the limit of infinite coupling at all
temperatures, and was found to also give 1/4p , which suggests this limit is universal. Its prediction
that z/s should depend strongly on the temperature in this region is utilised for the TRENTo+VISHNU
and IP-Glasma+MUSIC models. The TRENTo+VISHNU model provides the best description of ALICE
identified-particle mean-pT measurements (as shown in Sec. 2.2), to which z/s is sensitive. This suggests
that the ranges from both IP-Glasma+MUSIC and EKRT (z/s = 0) provide a conservative estimate of
the uncertainty for this parameter. The high-temperature pQCD limit for z/s is close to 0, which appears
to apply for all the models shown at temperatures above 0.4 GeV. This then implies that bulk excitations
in the initial state are washed out in the QGP phase even more quickly than the shear excitations e.g
tp < 0.1 fm/c for IP-Glasma+MUSIC at T = 0.4 GeV. We also note that the validity of the initial state
models used in each hydrodynamic model chain will be investigated in Chap. 4, using multiplicity and
anisotropic-flow measurements that are mainly sensitive to the features of the initial state.

In addition, the posterior distributions for h/s and z/s have been evaluated using Bayesian parameter
estimation techniques on ALICE data. They have been carried out by the Duke [49]11, JETSCAPE [533],
Trajectum [809], and Jyväskylä [810] groups. These are shown on the right of Fig. 73, at T = 0.3 GeV
for h/s and T = 0.2 GeV for z/s. The size of these posterior ranges are influenced by the prior ranges
and data-sets included. For example, the JETSCAPE prior ranges were larger than those by the Duke

11The maximum a posterior values were tested with ALICE measurements for the TRENTo+VISHNU throughout this chap-
ter, and are shown in Fig. 73
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Neutron Skin
2
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FIG. 1. Neutron skin and collective flow in relativistic nu-
clear collisions. a: Two ions collide with impact parame-
ter b = 8 fm. Both ions are Lorentz-contracted by a factor
� ⇡ 2500, and the relevant dynamics hence e↵ectively takes
place in the transverse plane, x? = (x, y). b: The collision
deposits energy in the interaction region depending on the
extent of the neutron skin of the 208Pb nuclei. We consider
�rnp = 0.086 fm (top) and �rnp = 0.384 (bottom). The neu-
tron skin is varied by keeping the half-width neutron radius,
Rn, constant while changing the neutron di↵useness, as dis-
played by the dotted lines (see also Eqn. (2) below). A larger
neutron skin leads to a considerably larger total hadronic
cross section, �tot, and the resulting QGP is in addition more
di↵use and less elliptical. c: We show a single QGP evolving
hydrodynamically and being converted into particles (marked
in the figure with their respective symbols) as it cools, while
expanding both in z and in the transverse plane. The observa-
tion of millions such events leads to characteristic azimuthal
anisotropies in the momentum distribution of the produced
particles, the most important of which is quantified by the
rms value of its second Fourier component, the elliptic flow
v2{2}, which reflects the ellipticity of the QGP.

The interaction process and the subsequent energy de-
positions are then parameterised following some flexible

prescription which can be fine-tuned directly from exper-
imental data. Here we use a TRENTo-type Ansatz for
the energy density of the QGP [17, 18],

e(x?) /
✓
TL(x? � b/2)p + TR(x? + b/2)p

2

◆q/p

, (1)

where L,R denote the two colliding ions, while p and q
are model parameters. As the positions of the partici-
pant nucleons shaping the functions TL,R are sampled in
each collision from the neutron and proton densities in
the ground state of the scattering ions, the energy density
e(x?) is sensitive to their spatial distribution. This can
be seen by eye in the density plot of Fig. 1b, represent-
ing an average energy density over many collisions. The
scenario where the colliding 208Pb nuclei have a narrower
neutron skin leads to a QGP with a sharper profile over
the plane and a higher density peak.
Starting from the initial condition discussed in Fig. 1b,

the QGP then evolves as a relativistic viscous fluid (with
transport properties, such as shear and bulk viscosities,
that are also model parameters). For a single event, snap-
shots of the hydrodynamic expansion obtained using our
hydrodynamic code are depicted in Fig. 1c. Cooling of
the QGP lasts until the confinement crossover is reached,
after which at a fixed switching temperature the fluid is
converted into a gas of QCD resonance states that can
further re-scatter or decay to stable particles. Out of this
process, experiments can only detect final event-by-event
stable particle spectra, typically denoted by:

d3Nch

d2pT d⌘
=

d2Nch

dpT d⌘

1

2⇡

 
1 + 2

1X

n=1

vn cosn(�� �n)

!
,

where pT is the transverse momentum, ⌘ is the particle
pseudorapidity (⌘ ⌘ � ln tan(✓/2) with ✓ the polar angle
in the (x?, z) plane of Fig. 1a), and the subscript ch in-
dicates that only charged particles are included. We have
conveniently decoupled the spectrum into a distribution
of transverse momenta, pT ⌘ |pT |, which quantifies the
explosiveness of the QGP expansion, and an azimuthal
component developed in Fourier modes, where vn are the
so-called anisotropic flow coe�cients that quantify the
anisotropy of the particle emission.
Experimentally the first step is to sort the collisions in

centrality classes based on the number of particles that
they produce, where 0% centrality corresponds to events
with the highest number of particles at almost zero im-
pact parameter. As a function of centrality one can then
measure among others the distributions of pT and vn
coe�cients for di↵erent particle species (pions, kaons,
protons and more). This generates a wealth of experi-
mental information from which the hydrodynamic model
parameters (here, we have 26 in total) can be inferred.
The central idea of this manuscript is that of promoting
the neutron skin of 208Pb to a model parameter that we
constrain from LHC data.
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FIG. 2. Signature of the neutron skin on bulk particle production in ultrarelativisitic 208Pb+208Pb collisions. Varying only
the neutron skin size at our optimal parameter settings we show the charged particle multiplicity (left), the mean transverse
momentum (middle) and the elliptic flow as measured by v2{k} (right) with a comparison to ALICE data [19, 20]. A larger
neutron skin leads to more collisions, but per collision the multiplicity is lower at larger centralities. The larger size of the QGP
leads to a reduced transverse momentum on average. Smearing of the elliptical shape leads to reduced elliptic flow as measured
by v2{2} and v2{4}. Theoretical error bars are statistical only, experimental uncertainties include systematics as well.

The neutron skin is introduced by considering varia-
tions in the neutron di↵useness, an, in the two-parameter
Fermi distributions that model the point-neutron and
point-proton densities in the colliding 208Pb nuclei:

⇢n,p(r) /

1 + exp

✓
r �Rn,p

an,p

◆��1

. (2)

We take ap = 0.448 fm, Rp = 6.680 fm (corresponding to
an rms proton radius rp = 5.436 fm), and Rn = 6.690 fm,
which is motivated by the experimental result that the
neutron skin is caused by a more di↵use profile rather
than a larger half-width radius [1, 2].

Before proceeding with a full Bayesian analysis we sim-
ulate the QGP formation and evolution for three di↵erent
values of �rnp while keeping all other model parameters
fixed. First, a larger neutron skin leads to a larger total
hadronic cross section, �tot (see Fig. 1b for an increase
from 7.75 to 8.67 b), because it increases the overall num-
ber of events occurring at higher impact parameters.

We follow now Fig. 2, showing experimental and model
results for quantities that characterise the bulk of parti-
cle production from the measured spectra. The larger
�tot for the larger neutron skin induces larger impact pa-
rameters at the same centrality. As a consequence, fewer
particles are produced for larger values of�rnp, as clearly
visible in the total multiplicity in Fig. 2 (left panel). A
second e↵ect of a larger skin, highlighted in Fig. 1b, is
that it leads to more di↵use QGP droplets, which leads
to weaker pressure gradients and a slower hydrodynamic
expansion. This translates into a lower average momen-
tum of the detected particles, as seen in the middle panel
of Fig. 2. In addition Fig. 1 shows that a larger neutron
skin reduces the ellipticity of the QGP. This leads to a
reduction of the elliptic flow, measured in experiment as a
two-particle azimuthal correlation (v2{2}, the rms value

FIG. 3. Inferred neutron skin and energy-deposition param-
eters. We show the posterior distribution of the neutron skin
�rnp, the nucleon width w and the energy deposition param-
eters p and q, together with their expectation values (see top)
and correlations. Uncertainties correspond to the standard
deviations of the posterior distributions. Especially the p pa-
rameter (see Eqn. (1)) is highly anti-correlated with �rnp,
as both have a strong e↵ect on the centrality dependence of
observables (see also Fig. 2).

of the distribution of v2) or as a four-particle correlation
(v2{4}). Indeed Fig. 2 (right) shows the expected re-
duction and moreover we find that a larger neutron skin
enhances the di↵erence between v2{2} and v2{4}, which
corresponds to larger elliptic flow fluctuations.

4

Bayesian inference of the
208

Pb neutron skin -

Due to the interplay and cross-correlations among pa-
rameters and observables, constraining the model from
experiment requires advanced Bayesian analysis tools as
pioneered in earlier works [15, 21]. Our analysis makes
use of 653 data points in 208Pb+208Pb collisions and
a single data point (the total cross section) of proton-
nucleus (p+208Pb) collisions. We use 3000 design points
for the Gaussian Processes to emulate our collisions as
a function of the 26-dimensional parameter space. See
the Supplemental Material (SM) for a specification of all
data, parameters and their inferred distributions.

The posterior distributions are displayed in Fig. 3 for
a subset of parameters that correlate highly with �rnp.
These are the parameters appearing in the energy depo-
sition formula, Eqn. (1), namely, the energy deposition
parameters p and q, as well as the nucleon size, w. In
fact, the p parameter and �rnp are the most negatively
correlated across our entire parameter space. This is not
surprising, as both parameters strongly influence the cen-
trality dependence of observables, whereby a larger neu-
tron skin in particular a↵ects o↵-central collisions by in-
creasing the total cross section.

Here we briefly revisit Fig. 2, where the middle curve
represents our most likely value estimate. In the SM
we present the full posterior distributions of our set of
653 data points. There, it can also be seen that the
reason for the mismatch between the computed hpT i and
experimental data in Fig. 2 lies in a slight overestimate of
yield of protons, which comes with a larger pT . There is
also a significant posterior uncertainty in the anisotropic
flow, which is dominated by the emulator uncertainty.

In Fig. 4 we put our new result in context of other
state-of-the-art determinations of the skin of 208Pb.
From the posterior distribution we obtain�rnp = 0.217±
0.058 fm, corresponding to a point-like rms neutron ra-
dius rn = 5.653±0.058 fm. Our result is compatible with
both the ab initio determination [7] and the PREX re-
sult [6], which is competitive in precision. With regards
to the EOS of neutron matter, from the relation between
�rnp and the slope parameter, L, of the symmetry en-
ergy around the nuclear saturation density [22], we obtain
L = 79 ± 39MeV, representing the first collider-based
constraint on this parameter from high-energy data.

We comment now on the robustness of this result. The
total 208Pb+208Pb and p+208Pb cross sections [23, 24]
pose important constraints on the neutron skin. Indeed,
excluding these two measurements we obtain �rnp =
0.31± 0.10 fm, whereas using exclusively these two data
points results in �rnp = 0.03±0.12 fm. Our result comes
hence from constraints due to a combination of observ-
ables, where the cross section prefers a smaller neutron
skin, while other observables prefer a larger value (this is
similar for w [25]). For the first time in Bayesian anal-
yses we include the ⇢2 observable [26, 27], a sensitive
probe of the initial conditions [25, 28–31] which mea-

LHC [Trajectum] [0.217 ± 0.058 fm]
PREX II
ab initio

0.0 0.1 0.2 0.3 0.4
Δrnp = rn - rp [fm]

p(
Δ
r n
p
)

FIG. 4. State-of-the-art determinations of the neutron skin of
208Pb. We show the final likelihood distribution of the neu-
tron skin as determined from the LHC data as compared to
the values obtained experimentally by the PREX collabora-
tion (including both experimental and theoretical uncertain-
ties in the extraction) [6] and the estimate of ab initio nuclear
theory (with an error bar corresponding to a 68% credibility
interval) [7].

sures the correlation between v2{2} and hpT i. Without
this observable, the analysis yields a consistent result,
�rnp = 0.243±0.059 fm. Also, as introduced in Ref. [25],
we weight the targeted observables according to a pre-
scription that models unknown theoretical uncertainty
with respect to pT -di↵erential observables in particular.
Turning this weighting o↵, we find a consistent albeit
slightly smaller neutron skin, �rnp = 0.160± 0.057 fm.
Further indication of the robustness of our finding

comes from the fact that targeting a subset of pT -
integrated-only observables, corresponding to 233 AL-
ICE data points, we obtain �rnp = 0.216 ± 0.057 fm.
This suggests that the extraction of �rnp is likely insen-
sitive to theoretical uncertainties in the particlisation of
the QGP at the switching temperature [32]. Lastly, we
note that our TRENTo Ansatz of Eqn. (1) is very ver-
satile, and may lead to a relatively conservative estimate
of the uncertainty on �rnp. Implementing in the future
a model of initial conditions motivated by first-principles
arguments and with fewer parameters [33], may lead to
stronger constraints than presented here.
Future skin determinations at the LHC - Al-

beit computationally expensive, it would be interesting
to vary the full neutron profile, by changing Rn, or via a
multi-parameter function as in Ref. [2]. The SM presents
an exploratory study of this kind. Increasing the neutron
half-width radius does not a↵ect the average multiplicity
and the elliptic flow, but leads to a decrease in the mean
transverse momentum and a higher hadronic cross sec-
tion. We speculate, thus, that a more complete analysis
could eventually lead to a slightly smaller neutron skin.
We expect our analysis to trigger a program of com-

plementary measurements of skin e↵ects at the LHC. A
method pioneered by the STAR collaboration utilises the

Giuliano Giacalone, Govert Nijs, and Wilke van der Schee arXiv:2305.00015v2
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Speed of Sound

CMS, arXiv: 2401.06896

Idea is that in ultra-central events the entropy increases at fixed volume, 
which allows one to measure the speed of sound
CMS measurement in very good agreements with model predictions

F. Gardim et al., PLB 809, 135749
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<pT> fluctuations

A Large Ion Collider Experiment

ALICE Highlights | LHCP 2024 | M van Leeuwen

Mean pT versus multiplicity: speed of sound?

19

F Gardim et al, PLB 809, 135749

Idea: ultra-central events increase entropy at  
constant volume ⇒ measure speed of sounds
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Observable less robust than initially thought?
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ET-based selection give larger cs than multiplicity-based

⟨pT⟩ dN/dη

Observable less robust than initially thought?
G Nijs and  W van der Schee, PLB 853, 138636 
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  vs ⟨pT⟩ dN/dη

ATLAS and ALICE observe similar behaviour 
However different centrality estimates give different 
values of the speed of sound

G. Nijs and W. Van der Schee, PLB 853 138636
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Heavy-Ion Collisions (now)

The standard model of heavy-ion collisions

12

FIG. 6. We show the full correlation matrix for all our parameters. The color coding on the left triangle indicates the Pearson
correlation of all 2D distributions shown in the right triangle. The ranges of the parameters equal those of Fig. 5.

ferent model. We will see shortly that the second order
parameters are quite highly correlated with structure pa-
rameters, making this more non-trivial. The agreement
is a good indication that indeed global Bayesian analysis
can constrain second order transport coefficients.

A parameter of note is the new SMASH parameter
fSMASH, which modifies the interaction probabilities in-
side SMASH by an overall factor. The posterior shows
that fSMASH is consistent with unity, but not well con-
strained when using observable weighting, indicating that
the overall interaction strength in SMASH has little ef-
fect on the observables we use. This lends credence to

the idea that the strengths of particular individual inter-
actions, many of which are not measured, are not very
important for results such as ours, removing a source of
modelling uncertainty.

Fig. 6 shows the correlations between pairs of param-
eters for the posterior which includes observable weight-
ing. In Sec. II, it was noted that Eref was chosen such
that q is relatively uncorrelated with the norm N . One
can see that indeed q is not strongly correlated with the
norm at either 2.76 or 5.02TeV.

In general, the reason one prefers correlation to be
small is that preferentially the posterior distribution

In AA we create a system which can be 
described very well by hydrodynamics and 
we can start to extract the properties of the 
QGP with uncertainties (EoS, transport 
parameters). 

Can we understand the underlying 
microscopic properties which lead to this 
hydrodynamic behaviour?

To understand the microscopic properties of 
the system we can move away from the large 
system where thermalisation and 
hydrodynamics dominate and look at smaller 
systems such as pA and even pp

In the remainder of the talk I will show results 
as function of system size on strangeness 
production, the v2 for different particle 
species, and even the  production in pAΥ(nS)
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Strangeness Enhancement
Strangeness production across collision systems

Continuous evolution of strange hadron yield ratios to 
pions with the charged-particle multiplicity observed 
at the LHC, smoothly connecting different systems and 
energies

 
Strangeness production increases with particle 
multiplicity, saturating for central Pb–Pb 

Strange content hierarchy:

7

MB pp

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

Strangeness increases with multiplicity, hierarchy with strangeness content
ALICE provided more differential results in run3 which show that pQCD inspired 
models need extra mechanisms for strangeness production
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Strangeness EnhancementModelling strange hadron production

Several approaches attempt to describe strangeness 
hadronization in small systems:

● canonical suppression + running of γS in statistical 
hadronization models (CSM) [1]

8[1] Phys. Rev. C 100, 054906 (2019)  [2] Phys. Rev. D 100, 074023 (2019)  [3] Phys. Rev. C 101, 024912 (2020)

[1] ● string/rope hadronization 
models including colour 
reconnection (CR) effects 
(PYTHIA/DIPSY) [2] 

● two-component (core-
corona) models (EPOS) [3]

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

Modelling strange hadron production

Several approaches attempt to describe strangeness 
hadronization in small systems:

● canonical suppression + running of γS in statistical 
hadronization models (CSM) [1]

8[1] Phys. Rev. C 100, 054906 (2019)  [2] Phys. Rev. D 100, 074023 (2019)  [3] Phys. Rev. C 101, 024912 (2020)

[1] ● string/rope hadronization 
models including colour 
reconnection (CR) effects 
(PYTHIA/DIPSY) [2] 

● two-component (core-
corona) models (EPOS) [3]

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

Also more phenomenological 
models do not describe the 
strangeness production. 
Thermal models do very well 
but different in pp, pA and AA

Is charged particle multiplicity a 
good variable to characterise 
the system produced in pp and 
pA collisions?
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Strangeness Enhancement
Connection to the MPIs in PYTHIA

18

In PYTHIA, the number of Multiple Parton Interactions 
strongly influence the string hadronization processes 
responsible for strange hadron production 

MPIs increase at fixed local multiplicity 
with decreasing leading energies

Universal dependence with the leading 
energy, i.e. common for all selections

Leading energy → a powerful observable 
to probe the dependence of particle 
production on the number of MPIs 

NEW!

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

Strangeness production at fixed multiplicity

16

In events with the same particle multiplicity produced:

●   increase in Ξ production per charged particle is observed for decreasing forward energy (ZDC)
●   universal scaling trends with ZDC energy, compatible within uncertainties 

E EF
F

Ξ enhancement 
observed at fixed 

multiplicity, 
correlated with the 

effective energy

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

See talk F. Ercolessi

Eeff = s − Eleading ≈ s − EZDC

The concept of effective energy

13

p p

η = 0

ZN

ZP

ZDC 

ZN

ZPZD
C

 

η → ∞η → -∞

 Δη ~ 8

ITS

nch

ALICE can measure:

● midrapidity multiplicity ( SPD )

● leading energy ( ZDC )

≃

Two-dimensional analysis as a function of:

● Charged-multiplicity at midrapidity 
proxy for local effects, 
e.g. jet production

● Leading energy
proxy for global effects, e.g. the 
initial effective energy in the collision 

Independent proxies given the large η separation 

Francesca Ercolessi for the ALICE Collaboration QCHSC 2024

When using the effective energy  to characterise the collision one sees that for fixed multiplicity one gets 
different strangeness production as function of  and strangeness production scales with  similar to number 
of MPI in Pythia 8 Monash

Eeff
Eeff Eeff

Increasing Eeff
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Strangeness Enhancement and Charm

LHCb, arXiv: 2311.08490

Compare production of D mesons with and without strangeness, ratio increases as function of multiplicity and in 
backward rapidity. Shows strangeness enhancement in the charm sector and indicates coalescence for charm 
meson production
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Strangeness Enhancement and Charm

Compare production of D mesons with and without strangeness in ALICE, results in good agreement with LHCb
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p-p and pA collisions (correlations)

16 J.F. Grosse-Oetringhaus, U.A. Wiedemann

The second hallmark result was the observation of a double-ridge structure in
p–Pb collisions34,35, displayed on the right panel of Fig. 2. For reasons which are
detailed in section 2.1, the observation in small systems (contrary to large systems)
required to take the di↵erence between high-multiplicity and low-multiplicity col-
lisions. Fig. 2 shows clearly an almost rapidity-independent second harmonic v2

imprinted on the azimuthal two-particle correlation. This is the telltale sign of an
elliptic flow signal that had been observed in heavy-ion collisions at all fixed-target
and collider energies. Elliptic flow was thought to arise from the collective dynamical
response of a system to pressure gradients related to initial spatial anisotropies "2.
However, such a collective e↵ect had not been expected in the small p–Pb collision
system. At this moment, the scientific community was convinced that something
extraordinary was going on and embarked on understanding if the observed e↵ects
were truly of similar nature as in heavy-ion collisions. To this end, studies focused
first on characterizing higher order flow harmonics vn and their relation to finer
details "n of the initial conditions (for motivation, see the discussion of (1)). Soon
after, the searches for high-density QCD phenomena in small systems extended to
nearly all areas of heavy-ion physics, see Table 1.
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η
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R
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0
1

<3.0GeV/c
T

 110, 1.0GeV/c<p≥ CMS     N
ALICE

Fig. 2. Two-particle correlation showing the first observation of the long-range correlation on
the near side in pp collisions (left panel; Figure from Ref. 33) and the first observation of the
double-ridge structure in p–Pb collisions (right panel; Figure from Ref. 35). The left panel shows
the two-particle correlation without any subtraction. Hence the near-side jet peak is clearly visible
and the the away side is dominated by the jet component. The right panel uses the low-multiplicity
subtraction described in section 2.1 which e↵ectively reduces the jet component. This results in
an almost complete suppression of the near-side jet peak allowing one to observe two ridges. The
right panel is normalized as per-trigger yield, while the left panel uses a relative normalization,
see Ref. 33 for details.

Azimuthal anisotropies The observed long-range structures are quantified by
decomposing the per-trigger yield into Fourier coe�cients vn, see Eq. 5. The first

A Large Ion Collider Experiment

Azimuthal anisotropy — flow — in pp and p-Pb collisions

24ALICE Highlights | LHCP 2024 | M van Leeuwen

v2 and v3 vs multiplicity

ALI-PUB-569391

Template fit

New results with large rapidity gap > 5 units

show significant v2 — effect is truly long-range

Use eta-gap and template fit 
 to remove jet-signal

|Δη | > 1.6

v2Δ ∝ v2
2

ALI-PUB-569416

ALICE, JHEP 03 (2024) 092

Both v2 and v3 persist down to small multiplicity
ALI-PREL-573662

Large rapidity gap

A Large Ion Collider Experiment

ALI-PUB-566424

Long-range correlations in pp collisions

23ALICE Highlights | LHCP 2024 | M van Leeuwen

Effect not seen in e+e-

ALI-PUB-566434

Correlated production at near side, large rapidity-difference 
signals early-time effect, similar to flow in heavy-ion collisions

arXiv:2311.14357

Longe-range ‘ridge’ correlation  
visible down to very low multiplicity

Azimuthal-angle difference distribution Ridge yield vs multiplicity

⇒ density effect? Final state scattering?
A Dobrin Fri 9:00, S Tuo Wed 15:12 

CMS, JHEP 1009 (2010) 091 ALICE pA 

Near side ridge observed in pp and pA already at small multiplicities which shows correlation over large 
rapidity range > 5 units. Characterised with vn coefficients (who’s magnitude depend on rapidity gap)
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pA and pp collisions (light flavour)A Large Ion Collider Experiment
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Anisotropic flow: initial state and QGP expansion
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Mass-dependence of v2 measures flow velocity
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Initial state spatial anisotropies εn 
are transferred into  

final state momentum anisotropies vn  
by pressure gradients, flow 
of the Quark Gluon Plasma

A small subset of many relevant analyses: many different particles, harmonics, fluctuations, correlations

AA pA pp

✓The v2’s in pA and pp show a typical mass dependence at low-pT which is expected from a boosted thermal system
✓At intermediate pT they show a number of quark scaling expected from recombination
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pA and pp collisions (heavy flavour)

26 J.F. Grosse-Oetringhaus, U.A. Wiedemann

see also the left panel of Fig. 11. v2 measurements for ⌥ are consistent with zero
in Pb–Pb collisions246,248 and p–Pb collisions245. In pp collisions, significant v2 for
charm are measured at high multiplicity240,247 while the v2 for muons from b decays
is consistent with zero247, see the right panel of Fig. 11. Amongst measurements of
collectivity seen in Pb–Pb collisions but not yet in smaller systems, there are data
on non-zero v2 for  (2S) as well as non-zero v3 for D mesons and J/ .238,243,244
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Fig. 11. Left panel: v2 coe�cient of prompt D
0

mesons and J/ as well as non-prompt D
0

compared to strange particles as a function of pT in high-multiplicity p–Pb collisions (Figure
adapted from Ref. 240). Right panel: v2 coe�cient of muons from charm and beauty decays as a
function of multiplicity in pp collisions (Figure from Ref. 247).

The nuclear modification factor RAA for J/ in large systems is enhanced at
LHC with respect to RHIC energies232,249,250,257,259,261,267,273,276,282,283. This is
qualitatively di↵erent from the

p
s-dependence of RJ/ 

AA
from CERN SPS to RHIC

energies. J/ suppression has been expected due to the e↵ect of the medium on the
J/ binding energy, while the enhancement at LHC energies can be incorporated
as a J/ regeneration component from deconfined charm quarks282. ⌥(1S), ⌥(2S)
and ⌥(3S) production is equally found suppressed in Pb–Pb collisions with respect
to the pp reference250,251,272,274,277,280,284.

In p–Pb collisions, J/ and ⌥(1S) are suppressed relative to pp colli-
sions252,254,256,265,266,269–271,275,279,281 which can be attributed to nuclear modifica-
tion of the gluon PDF171. The production of the excited charmonium state,  (2S)
as well as excited bottomonium states ⌥(nS), n � 2 have been measured in both
Pb–Pb and p–Pb collisions253–255,257,258,260,262–264,268,273,278,281,284 which shows a
suppression w.r.t. the ground state.

3.4. Towards even smaller systems...

Studies of the mentioned phenomena have been extended into even smaller sys-
tems, by studying low multiplicity pp collisions and by using ultra-peripheral (UPC)
heavy-ion collisions where �–p and �–Pb processes occur. Furthermore, data of for-

✓The v2’s in pA and pp show a typical mass dependence at low-pT which is expected from a boosted thermal 
system
✓At intermediate pT they show a number of quark scaling expected from recombination
✓Also the charm sector exhibits these v2’s for open charm and for , the D0 from b-hadrons does not show 
v2 within uncertainties

J/Ψ
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pA collisions (f0 (980))

We can use this scaling behaviour to also say something about the nature of the f0 of which the structure is 
unknown (di-quark, tetra-quark, KK molecule). Use v2/nq scaling to extract number of quarks.
nq = 4 is excluded at  and nq = 2 is favoured.≥ 3.1σ
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p-A collisions
13

of hot nuclear matter (HNM) on bottomonium propaga-
tion through the QGP is encoded in the factor R

HNM

pA
detailed in Sec. III. Finally, we implement the e↵ect of
excited-state feed down as described in the next section.

VI. EXCITED STATE FEED DOWN

After emerging from the QGP, the feed down of bot-
tomonium excited states must be taken into account. We
employ a feed-down matrix, denoted as F , which estab-
lishes an empirical relationship between experimentally-
observed and directly-produced pp cross sections, rep-
resented as ~�exp = F~�direct. The vectors ~�direct and
~�exp contain the scattering cross sections for the ⌥(1S),
⌥(2S), �b0(1P ), �b1(1P ), �b2(1P ), ⌥(3S), �b0(2P ),
�b1(2P ), and �b2(2P ) states before and after feed down,
respectively. The feed-down matrix, F , is a square ma-
trix with values set by the experimentally determined
branching fractions of bottomonium excited states into
lower-lying states. In general, the entries in the feed down
matrix F are

Fij =

8
<

:

branching fraction j to i, for i < j ,

1, for i = j ,

0, for i > j ,

(48)

where the branching fractions are taken from the Par-
ticle Data Group [145] (see App. A of Ref. [146] for all
elements of Fij).

The final nuclear modification factor RpA in min-bias
p-Pb collisions for bottomonium state i is computed using

R
i
pA(pT , y,�) =

�
F ·R⌥

pA(pT , y,�) · ~�direct

�i

~�i
exp

, (49)

where R
⌥

pA(pT , y,�) is the total suppression computed
from the sequence of initial- and final-state e↵ects de-
scribed above, pT is transverse momentum, y is the mo-
mentum rapidity, and � is azimuthal angle. In the re-
sults reported below, we integrate over azimuthal an-
gle and bin R

i
pA in pT and y. The pp cross sections

are ~�exp = {57.6, 19, 3.72, 13.69, 16.1, 6.8, 3.27, 12.0,
14.15} nb for

p
sNN = 5.02 TeV collisions. These were

obtained from the experimental measurements presented
in Refs. [72, 147], as explained in Sec. 6.4 of Ref. [27].
The cross sections at

p
sNN = 8.16 TeV are obtained by

uniformly scaling the
p
sNN = 5.02 TeV cross sections

by 8.16/5.02 = 1.63. Since the scaling is independent of
pT , y, �, and the state under consideration, it cancels in
the ratio R

i
pA.

VII. RESULTS

We now turn to our final results, which combine the ef-
fects of nPDFs, energy loss, momentum broadening, and
final state QGP-induced suppression. We present com-
parisons of our model predictions with data obtained at

ALICE 8.16 TeV, pT < 15 GeV

ATLAS 5.02 TeV, pT < 40 GeV

CMS 5.02 TeV, pT < 30 GeV

LHCb 8.16 TeV, pT < 25 GeV

Energy loss + pT broadening + nPDF (EPPS21)
Energy loss + pT broadening + nPDF (EPPS21) + QGP
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FIG. 7. ⌥(1S) (top), ⌥(2S) (middle), and ⌥(3S) (bottom)
RpA as a function of y. At |y| < 2 and |y| � 2, the model re-
sults shown are for

p
sNN = 5.02 TeV and

p
sNN = 8.16 TeV

p-Pb collisions, respectively. Horizontal error bars indicate
the width of the reported rapidity bins. The data from the
ALICE, ATLAS, CMS, and LHCb collaborations are from
Refs. [91], [92], [93], and [94], respectively.

p
sNN = 5.02 and 8.16 TeV [91–94]. It is important to

note that there are only small di↵erences between the
modifications to bottomonium production induced by all
e↵ects at these two collision energies. In order to quantify
the impact of the di↵erent collision energies, in App. A
we present comparisons of the rapidity dependence of
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of hot nuclear matter (HNM) on bottomonium propaga-
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RpA as a function of y. At |y| < 2 and |y| � 2, the model re-
sults shown are for
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p-Pb collisions, respectively. Horizontal error bars indicate
the width of the reported rapidity bins. The data from the
ALICE, ATLAS, CMS, and LHCb collaborations are from
Refs. [91], [92], [93], and [94], respectively.
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e↵ects at these two collision energies. In order to quantify
the impact of the di↵erent collision energies, in App. A
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(48)

where the branching fractions are taken from the Par-
ticle Data Group [145] (see App. A of Ref. [146] for all
elements of Fij).

The final nuclear modification factor RpA in min-bias
p-Pb collisions for bottomonium state i is computed using

R
i
pA(pT , y,�) =

�
F ·R⌥

pA(pT , y,�) · ~�direct

�i

~�i
exp

, (49)

where R
⌥

pA(pT , y,�) is the total suppression computed
from the sequence of initial- and final-state e↵ects de-
scribed above, pT is transverse momentum, y is the mo-
mentum rapidity, and � is azimuthal angle. In the re-
sults reported below, we integrate over azimuthal an-
gle and bin R

i
pA in pT and y. The pp cross sections

are ~�exp = {57.6, 19, 3.72, 13.69, 16.1, 6.8, 3.27, 12.0,
14.15} nb for

p
sNN = 5.02 TeV collisions. These were

obtained from the experimental measurements presented
in Refs. [72, 147], as explained in Sec. 6.4 of Ref. [27].
The cross sections at

p
sNN = 8.16 TeV are obtained by

uniformly scaling the
p
sNN = 5.02 TeV cross sections

by 8.16/5.02 = 1.63. Since the scaling is independent of
pT , y, �, and the state under consideration, it cancels in
the ratio R

i
pA.

VII. RESULTS

We now turn to our final results, which combine the ef-
fects of nPDFs, energy loss, momentum broadening, and
final state QGP-induced suppression. We present com-
parisons of our model predictions with data obtained at
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FIG. 7. ⌥(1S) (top), ⌥(2S) (middle), and ⌥(3S) (bottom)
RpA as a function of y. At |y| < 2 and |y| � 2, the model re-
sults shown are for

p
sNN = 5.02 TeV and

p
sNN = 8.16 TeV

p-Pb collisions, respectively. Horizontal error bars indicate
the width of the reported rapidity bins. The data from the
ALICE, ATLAS, CMS, and LHCb collaborations are from
Refs. [91], [92], [93], and [94], respectively.

p
sNN = 5.02 and 8.16 TeV [91–94]. It is important to

note that there are only small di↵erences between the
modifications to bottomonium production induced by all
e↵ects at these two collision energies. In order to quantify
the impact of the di↵erent collision energies, in App. A
we present comparisons of the rapidity dependence of

14

CMS, |y| < 1.93

ATLAS, -2.0 < y < 1.5

Energy loss + pT broadening + nPDF (EPPS21)

Energy loss + pT broadening + nPDF (EPPS21) + QGP

0 5 10 15 20
0.0

0.5

1.0

1.5

R
pAΥ

CMS, |y| < 1.93

Energy loss + pT broadening + nPDF (EPPS21)

Energy loss + pT broadening + nPDF (EPPS21) + QGP

0 5 10 15 20
0.0

0.5

1.0

1.5

R
pAΥ

CMS, |y| < 1.93

Energy loss + pT broadening + nPDF (EPPS21)

Energy loss + pT broadening + nPDF (EPPS21) + QGP

0 5 10 15 20
0.0

0.5

1.0

1.5

pT [GeV]

R
pAΥ

FIG. 8. ⌥(1S) (top), ⌥(2S) (middle), and ⌥(3S) (bottom)
RpA as a function of pT for

p
sNN = 5.02 TeV for p-Pb colli-

sions. Horizontal error bars indicate the width of the reported
transverse momentum bins. The CMS data points are shifted
to the average momentum in each bin. The ATLAS and CMS
data are from Refs. [92] and [93], respectively.

bottomonium suppression obtained at both collision en-
ergies, indicating the e↵ect each of the main components
in the calculation has on our results. The results reported
in this appendix demonstrate that there are only small
di↵erences found when considering the two collision en-
ergies, however, since some subset of the data we will
compare to was collected at

p
sNN = 5.02 TeV (ATLAS

and CMS) and some at
p
sNN = 8.16 TeV (ALICE and

LHCb), we have made separate computations at each col-
lision energy in order to make appropriate comparisons.

In Fig. 7 we present our results forR⌥

pA for⌥(1S) (top),
⌥(2S) (middle), and ⌥(3S) (bottom) as a function of ra-
pidity y. In all panels, the dashed gray line is the result
obtained when including nPDF e↵ects, coherent energy
loss, and momentum broadening. The solid green line is
the result obtained when including the suppression ex-
perienced by bottomonium as it traverses the QGP. The
gray shaded bands indicate the uncertainties associated
with varying over the nPDF error sets. The green-shaded
bands indicate the combined e↵ects of varying over the
nPDF error sets and our assumed ranges for the heavy
quarkonium transport coe�cient ̂.

Because the experimental collaborations report data
at di↵erent collision energies, in all panels of Fig. 7,
at |y| < 2, we show our results for

p
sNN = 5.02 TeV

p-Pb collisions, and at |y| � 2, results are shown forp
sNN = 8.16 TeV p-Pb collisions. This matches the ra-

pidity intervals of the observations of the ATLAS/CMS
and ALICE/LHCb collaborations, respectively. As can
be seen from this figure, the addition of the e↵ect of
propagation of bottomonium states through the QGP al-
lows one to quantitatively understand the increased sup-
pression of the ⌥(2S) and ⌥(3S) states, particularly at
central rapidity. At the same time, the predictions for
⌥(1S) suppression remain consistent with the experi-
mental data. All the states exhibit some tension with
the experimental data at backward rapidity. However,
there are large experimental uncertainties in this region.
At forward rapidity, there is good agreement between
our results and experimental data for ⌥(1S) suppression;
however, there is some tension with existing experimen-
tal data for the excited states. Once again, however, we
point out that there are large experimental uncertainties
in this rapidity range. The di↵erence between our re-
sults and the experimental data could indicate the need
to include additional suppression mechanisms or to make
further improvements to the underlying model for QGP-
induced suppression.

Turning next to the transverse momentum depen-
dence, in Fig. 8 we present comparisons of our results
for RpA in

p
sNN = 5.02 TeV p-Pb collisions with ex-

perimental data from the ATLAS and CMS collabora-
tions. In the top, middle, and bottom panels, we show
the results obtained for ⌥(1S), ⌥(2S), and ⌥(3S), re-
spectively. The line styles and shading are the same as
in Fig. 7. We note that the theoretical calculation uses
the CMS rapidity interval of |y| < 1.93, while the ATLAS
rapidity interval for their ⌥(1S) results shown in the top
panel of Fig. 8 is slightly di↵erent. That said, the rapid-
ity intervals are not dramatically di↵erent, which makes
such a comparison meaningful, especially considering the
reported experimental and theoretical uncertainties. As
can been seen from Fig. 8, our results are in excellent
agreement with the experimental data for the transverse
momentum dependence of ⌥(1S) and ⌥(2S) suppression.
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p
sNN = 5.02 TeV for p-Pb colli-

sions. Horizontal error bars indicate the width of the reported
transverse momentum bins. The CMS data points are shifted
to the average momentum in each bin. The ATLAS and CMS
data are from Refs. [92] and [93], respectively.

bottomonium suppression obtained at both collision en-
ergies, indicating the e↵ect each of the main components
in the calculation has on our results. The results reported
in this appendix demonstrate that there are only small
di↵erences found when considering the two collision en-
ergies, however, since some subset of the data we will
compare to was collected at

p
sNN = 5.02 TeV (ATLAS

and CMS) and some at
p
sNN = 8.16 TeV (ALICE and

LHCb), we have made separate computations at each col-
lision energy in order to make appropriate comparisons.

In Fig. 7 we present our results forR⌥

pA for⌥(1S) (top),
⌥(2S) (middle), and ⌥(3S) (bottom) as a function of ra-
pidity y. In all panels, the dashed gray line is the result
obtained when including nPDF e↵ects, coherent energy
loss, and momentum broadening. The solid green line is
the result obtained when including the suppression ex-
perienced by bottomonium as it traverses the QGP. The
gray shaded bands indicate the uncertainties associated
with varying over the nPDF error sets. The green-shaded
bands indicate the combined e↵ects of varying over the
nPDF error sets and our assumed ranges for the heavy
quarkonium transport coe�cient ̂.

Because the experimental collaborations report data
at di↵erent collision energies, in all panels of Fig. 7,
at |y| < 2, we show our results for

p
sNN = 5.02 TeV

p-Pb collisions, and at |y| � 2, results are shown forp
sNN = 8.16 TeV p-Pb collisions. This matches the ra-

pidity intervals of the observations of the ATLAS/CMS
and ALICE/LHCb collaborations, respectively. As can
be seen from this figure, the addition of the e↵ect of
propagation of bottomonium states through the QGP al-
lows one to quantitatively understand the increased sup-
pression of the ⌥(2S) and ⌥(3S) states, particularly at
central rapidity. At the same time, the predictions for
⌥(1S) suppression remain consistent with the experi-
mental data. All the states exhibit some tension with
the experimental data at backward rapidity. However,
there are large experimental uncertainties in this region.
At forward rapidity, there is good agreement between
our results and experimental data for ⌥(1S) suppression;
however, there is some tension with existing experimen-
tal data for the excited states. Once again, however, we
point out that there are large experimental uncertainties
in this rapidity range. The di↵erence between our re-
sults and the experimental data could indicate the need
to include additional suppression mechanisms or to make
further improvements to the underlying model for QGP-
induced suppression.

Turning next to the transverse momentum depen-
dence, in Fig. 8 we present comparisons of our results
for RpA in

p
sNN = 5.02 TeV p-Pb collisions with ex-

perimental data from the ATLAS and CMS collabora-
tions. In the top, middle, and bottom panels, we show
the results obtained for ⌥(1S), ⌥(2S), and ⌥(3S), re-
spectively. The line styles and shading are the same as
in Fig. 7. We note that the theoretical calculation uses
the CMS rapidity interval of |y| < 1.93, while the ATLAS
rapidity interval for their ⌥(1S) results shown in the top
panel of Fig. 8 is slightly di↵erent. That said, the rapid-
ity intervals are not dramatically di↵erent, which makes
such a comparison meaningful, especially considering the
reported experimental and theoretical uncertainties. As
can been seen from Fig. 8, our results are in excellent
agreement with the experimental data for the transverse
momentum dependence of ⌥(1S) and ⌥(2S) suppression.
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bottomonium suppression obtained at both collision en-
ergies, indicating the e↵ect each of the main components
in the calculation has on our results. The results reported
in this appendix demonstrate that there are only small
di↵erences found when considering the two collision en-
ergies, however, since some subset of the data we will
compare to was collected at

p
sNN = 5.02 TeV (ATLAS

and CMS) and some at
p
sNN = 8.16 TeV (ALICE and

LHCb), we have made separate computations at each col-
lision energy in order to make appropriate comparisons.

In Fig. 7 we present our results forR⌥

pA for⌥(1S) (top),
⌥(2S) (middle), and ⌥(3S) (bottom) as a function of ra-
pidity y. In all panels, the dashed gray line is the result
obtained when including nPDF e↵ects, coherent energy
loss, and momentum broadening. The solid green line is
the result obtained when including the suppression ex-
perienced by bottomonium as it traverses the QGP. The
gray shaded bands indicate the uncertainties associated
with varying over the nPDF error sets. The green-shaded
bands indicate the combined e↵ects of varying over the
nPDF error sets and our assumed ranges for the heavy
quarkonium transport coe�cient ̂.

Because the experimental collaborations report data
at di↵erent collision energies, in all panels of Fig. 7,
at |y| < 2, we show our results for

p
sNN = 5.02 TeV

p-Pb collisions, and at |y| � 2, results are shown forp
sNN = 8.16 TeV p-Pb collisions. This matches the ra-

pidity intervals of the observations of the ATLAS/CMS
and ALICE/LHCb collaborations, respectively. As can
be seen from this figure, the addition of the e↵ect of
propagation of bottomonium states through the QGP al-
lows one to quantitatively understand the increased sup-
pression of the ⌥(2S) and ⌥(3S) states, particularly at
central rapidity. At the same time, the predictions for
⌥(1S) suppression remain consistent with the experi-
mental data. All the states exhibit some tension with
the experimental data at backward rapidity. However,
there are large experimental uncertainties in this region.
At forward rapidity, there is good agreement between
our results and experimental data for ⌥(1S) suppression;
however, there is some tension with existing experimen-
tal data for the excited states. Once again, however, we
point out that there are large experimental uncertainties
in this rapidity range. The di↵erence between our re-
sults and the experimental data could indicate the need
to include additional suppression mechanisms or to make
further improvements to the underlying model for QGP-
induced suppression.

Turning next to the transverse momentum depen-
dence, in Fig. 8 we present comparisons of our results
for RpA in

p
sNN = 5.02 TeV p-Pb collisions with ex-

perimental data from the ATLAS and CMS collabora-
tions. In the top, middle, and bottom panels, we show
the results obtained for ⌥(1S), ⌥(2S), and ⌥(3S), re-
spectively. The line styles and shading are the same as
in Fig. 7. We note that the theoretical calculation uses
the CMS rapidity interval of |y| < 1.93, while the ATLAS
rapidity interval for their ⌥(1S) results shown in the top
panel of Fig. 8 is slightly di↵erent. That said, the rapid-
ity intervals are not dramatically di↵erent, which makes
such a comparison meaningful, especially considering the
reported experimental and theoretical uncertainties. As
can been seen from Fig. 8, our results are in excellent
agreement with the experimental data for the transverse
momentum dependence of ⌥(1S) and ⌥(2S) suppression.
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What has been observed for the QGP at the LHC?

✓In AA we create a system which can be described very well by hydrodynamics and we started 
to extract the properties of the QGP with uncertainties (EoS, transport parameters)

✓In pp and pA we observe the onset of the collective behaviour 

✓We observe spectra in pp and pA which show similar behaviour as in AA (mT scaling and recombination)

✓We observe long range correlations (v2) in pp and pA which show mass dependence and follow similar 
behaviour as in AA (for heavy quarks so far pA)

✓J/  and  are suppressed in pA which can be understood from nPDF but  does show sequential 
suppression in pA

✓We do not observe jet quenching in pp and pA collisions (even not for back to back jets)


✓I hope I showed you that collisions of pp, pA and AA produce not completely different 
environments but that collective medium effects builds up gradually with system size and this 
gives us an unique opportunity to understand the underlying microscopic dynamics and provide 
a uniform description

Ψ Υ Υ(nS)

Summary
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Heavy-Ion Collisions (now)

The standard model of heavy-ion collisions The standard model of particle physics 
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Heavy-Ion Collisions (future)

The standard model of particle physics 

My big dream: combine the standard model of heavy-ion collisions and particle physics 
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Thanks 
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